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1. DISCLAIMER

These are notes that I “live-TgXed” during a course offered by Maryam Mirzakhani
at Stanford in the fall of 2014. I have tried to edit the notes somewhat, but there are
undoubtedly still errors and typos, for which I of course take full responsibility.

Only about 80% of the lectures is contained here; some of the remaining classes I
missed, and some parts of the notes towards the end were too incoherent to include. It
is possible (but unlikely) that I will come back and patch those parts at some point in the
future.
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2. INTRODUCTION

2.1. Overview. The overarching goal is to understand measurable transformations of a
measure space (X, u, 8). Here u is usually a probability measure on X and 23 is the o -
algebra of measurable subsets.

Definition2.1. We will consider a transformation T: X — X preserves y if for all a € 2 we
have

(@)= p(T~ ().
In particular, we require T~1(%) C 4 for this to make sense.

Remark 2.2. Tt is not necessarily the case that u(a) = u(Ta), or even that (%) C 4.

We are interested in the following kinds of questions concerning this setup.

Can we understand the orbits of T on X?

More precisely, for x € X the orbit of T on x is
{x, Tx, T?x,.. 1

Natural questions one might ask: is it periodic? Is it dense? Is it equidistributed (whatever
that means)?

e A basic example that already leads to interesting questions is X = S! with u =
the Lebesgue measure. One measure-preserving transformation is 7x = 2x, the
“doubling map” (although it is not immediately obvious that this is measure-
preserving).

¢ Another basic but interesting example is the “rotation operator” R,(6) =60 + a.
Viewing S! = [0, 1] with endpoints identified, the orbit is the “distribution” of
{na} = na —[na] for a € R. For this simple problem it is easy to show that the
qualitative behavior of the orbit depends on the rationality of a.

There are already subtle extensions of this problem: what about the distribu-
tion of {n?a}, {n3a}, or more generally {p(n)a} where p(n) is some polynomial?
We will see techniques that can resolve these problems.

Given (X, u) that are sufficiently nice, can we “classify” all u-preserving transfor-
mations T: X — X? Can we find invariants that distinguish them?

A tricky thing about this is that since we are considering measure spaces, we can throw
out sets of measure zero. This means that topological intuition is not so useful here.

Remark 2.3. If y is a regular measure, e.g. if X C X where X is metrizable, and 2 is
the Borel o -algebra, then (X, u, %) turns out to be isomorphic to a “standard probability
space”, which is a disjoint union of intervals with Lebesgue measure and discrete spaces.
In particular, we see that topological ideas like dimension, etc. are useless for distin-
guishing probability spaces.

So then what kinds of invariants can you use? We will discuss two flavors.
4
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2.2. Spectral invariants. A simpler class of invariants are the “spectral invariants,” which
are qualitative features reflected in the “spectral theory” of T (we will explain what we
mean by this later).

2.2.1. Ergodicity. The simplest incarnation is irreducibility. Morally, u is reducible if it
can be decomposed as y = u; +u2 where ui, u are T-invariant measures that are singu-
lar with respect to each other (which rules out “trivial” decompositions like u = % u+ % w.
If u is irreducible then it is called ergodic.

Remark2.4. This is one of several possible definitions of ergodicity. A different one is that
if A is T-invariant and measurable, then u(A)=0 or 1 (here u is a probability measure).

Theorem 2.5 (Ergodic Decomposition Theorem). If(X,u, 8) is a regular measure space
and u is T-invariant, then there exists(Y,v, ¢) and a map

Y — {space of T -invariant measures on X}

HZJ.Ude
Y

and .y is ergodic for v -almost everyy € Y.

denoted by y — u,, such that

Definition 2.6. We say that (X, T) = (Y, S) if there exists a full-measure subset X’ Cc X
which is T-invariant, and a full-measure subset Y’ C Y which is S-invariant, and a map
¢ : X’ — Y’ such that the diagram commutes

X —Y

b

X —Y
and ¢ has an inverse satisfying the obvious analogous properties.

The point is that we can throw away a set of measure 0 and get the natural notion
of isomorphism. In particular, an ergodic transformation will not be isomorphic to a
non-ergodic transformation.

2.2.2. Mixing. Another such invariant is mixing, which says that if A, B are measurable
then

Jlim p(ANT™" B) = u(A)u(B).

We don’t want to dwell on the formal definitions now, but it turns out that this is stronger
than ergodicity. There are variants on this: weakly mixing, strongly mixing, exponentially
mixing, etc.

5
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2.2.3. “Spectral” explained. Why do we call these spectral invariants? Because they are
related to the action of T on Li(X). That is, we have the Hilbert space of square-integrable
functions on X equipped with inner product

(f1, f2) = f fif2du.
X

The map T : X — X induces by pullback a (unitary) operator
ur: Li(X) — Li(X).

The condition of mixing can be interpreted in terms of the spectral theory of the operator
ur. In fact, we will see that you can distinguish between rotations Ry, Rg based on their
spectral properties. However, many non-equivalent operators have the same action on
Li(X), so we can't distinguish them in this way.

2.3. Entropy. To distinguish some operators we will require a different kind of invariant,
which is more refined in the sense that it does not depend only on the spectral properties.

Example?2.7. We'll now discuss a family of examples, the hyperbolic toral automorphisms.
Let n = 2 for concreteness, although you can do this for n > 2 too. Let A € SL,(Z) be a
matrix having no eigenvalue of modulus 1 (hence the “hyperbolic”). Then we have the
natural action of A on R?, which sends integral points to integral points, and hence in-
duces an action on T? =R?/Z?. Now A preserves the Lebesgue measure on R? (det =1)
and hence T2. How can we distinguish between (T2, A) and (T2, B) for A, B € SLy(7Z)?

This is extremely difficult to do, even though they are non-isomorphic. The spectral
invariants ergodicity and mixing are not enough. The only way we know is to use a very
powerful invariant called entropy, which quantifies “how complicated” the system is.
This roughly measures the growth of the number of periodic points, although periodic
points aren't useful here (there are only countably many, and we can throw away sets of
measure 0).

In many examples, this is the only way we know how to show that the measure spaces
are not the same. The second part of the course will deal with entropy, how to define and
calculate it. In the setting where X is a compact hyperbolic space and T is continuoous,
there are some corollaries on counting periodic points and behavior of “long” periodic
points.

2.4. Examples. We'll now give some examples of measure-preserving transformations
that will crop up repeatedly in the course.

(1) The rotation operator R,: S! — S! sending 6 — 0 + a preserves the Lebesgue
measure. Its orbits are related to the distribution of {na}, {n2al,...in [0,1].

(2) The doubling map T, (or more generally T3, T;,) on S! sending z — z? (respec-
tively z3,z™). You can check that in fact u(A) = u(T-1'A) if u is the Lebesgue
measure (if A is an interval, then T-!'A consists of two components each having
half the length of A).

So then one can ask when are (S!, T5, u) and (S?, T, u) are the same? It turns

out that they are different if m # 2 (which we can show using entropy), but this
6
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3)

4

leads into a big open question. The Lebesgue measure is invariant under T;,.
There are “many” measures invariant under T (the Lebesgue is the “nicest” one)
for any particular k.

Conjecture 2.8. Ifu is a probability measure invariant under T, and T3 then it is
either supported on a finite set or Lebesgue.

This is a huge, difficult open problem. In contrast:

Theorem 2.9 (Furstenberg). A closed subset of S' which is invariant under T> or
Ts is either S' or a finite set.

This illustrates the contrast between topology and measure theory. Some-
times something that is hard in one world is easy in another.

It is known in some general situations that if u has positive entropy under
certain maps, like 7> and T3, then it is Lebesgue.
The Gauss map T : [0,1] — [0, 1] defined by

1
T(x)={; mod1l x#0,
0 x=0.

There is a measure u on [0, 1] invariant under T (not the Lebesgue), which has

the form
(B)= 1 dx
= og2 pl1Hx’
It turns out that u(7~! B) = u(B).
Let x € R have the continued fraction expansion
1

1
as+...

XxX=a+
as+

We will prove the following rather remarkable result.

Theorem 2.10. For almost every x, the frequency of k among the continued frac-

tion expansion of x is
1 o (k+1)2
logk 8\ k(k+2)
logk

o0
1 log2
lim(a;...a 1/nZI I 1+ —5—— .
n—>oo( ! ") k:l( k?+2k

and

The key input to prove these sorts of statements is that T is measure-preserving
and ergodic.
Geodesic flow on hyperbolic surfaces. X =H? /T is a hyperbolic surface, inheriting
the hyperbolic structure from (H?, d s = IL‘f(Zzl)). The geodesics are the (semi)circles
perpendicular to boundary, including the straight lines. Let T!' X denote the unit
tangent bundle to X. You can consider the map 7¢: T'X — T'X (the map on
the unit tangent bundle) sending v — g, v (taking a tangent vector to its position

after flowing for time /).

7
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So for each £, we have a triple (T'X, 7¢, u), where u is the Lebesgue measure.
It is not clear if (T1X, ¢, u) = (T'x, 7Y, u) unless £ = £¢’. In fact the answer is
that they are not equivalent, and you can prove this using entropy.

The significance of the question is that periodic points for this transformation
are related to closed geodesics on X.
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3. MEeaN ErGobpiCc THEOREMS

3.1. Preliminaries. We are interested in understanding the geometry of (X, T, u) where
T: X — X preserves the (probability) measure u, i.e. for all B € % (the o-algebra of
measurable sets) we have u(T-1(B)) = u(B).

Recall how we discussed that if T is measure-preserving and f: X — R (or C) is some
measurable function, we can pull back via T to get another function

ur(f):=foT: X—-R (orC).

Defining the Banach spaces L>®(X, u), L'(X, u), or LP(X, u) as usual, we see that T ~ ur,
an operator on the corresponding Banach space. Moreover, this is an isometry.

Lemma 3.1. The measure u on X is T-invariant if and only if for all f € LY(X, u) we have:

ffdu:ffonu (D

Proof. One direction is trivial: assuming (I) for all (almost everywhere) bounded test
functions f, we can set f = yp where B is measurable and we immediately obtain that
u(B)=u(T-1(B)).

Conversely, suppose that we know (I) for all y 5 where B is measurable. A basic fact
from measure theory is that there exists a sequence f;, T f almost everywhere, where f,
is a simple function: a finite linear combination of indicator functions. By dominated

convergence
a1

ffnoT:ffn

by assumption, so we obtain the result in the limit.

For each f,;, we have

O

3.2. Poincaré Recurrence Theorem. We now study the Poincaré Recurrence Theorem,
which is a kind of “pigeonhole principle” for measure-preserving transformations. The
idea is that if we consider the sequence of points x, Tx, T?x, ... then it should “return
close to x” infinitely many times (hence “recurrence”).

Definition 3.2. We say that (X, T, u) is a measure-preserving system if (X, u) is a measure
space and T: X — X preserves U.

Let (X, T, u) be a measure-preserving system, where u is actually a probability mea-
sure. For a point x € X, we consider the orbit x, T(x), T?(x), etc. We want to show that
most points come back very close to themselves many times.

Theorem 3.3 (Poincaré). For any measurable subset E C X, for almost every x € E there
existny < no <...such that T"(x), T"(x),...C E.
9
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An interesting question is what can we say about the sequence n;(x) < na(x) < ....
The theorem says that the sequence is infinite, but we might want to quantify whether
or not the recurrence happens “often.” In fact, it does: for “nice” maps T, n;(x) ~ ai.
Essentially, there is a finite expected time for recurrence to occur.

Proof. The idea is to try to bound the measure of the set of points that don’'t come back
to E. Let
B={x€E:T"(x)¢ EVn>1}.
First one has to check that this is measurable:
B=EnT'X-E)NT?2X-E)n...nT*X-E)n...

This is an (admittedly infinite) intersection of measurable sets, hence measurable.

We claim that B, T~!(B),..., T-¥(B) are disjoint. Indeed, any y € T~1(B) satisfies
T(y)€ Esoy ¢ B. Since u(B) = u(T~'(B)) = ..., and we are dealing with a probabil-
ity measure, we immediately see that u(B) = 0. If x € E is not recurrent, then x € T~N(B)

for some N, so we are done.
O

Question: What can we say about y(E N T-"E) if u(E) > 0? This is a measure of how
“evenly” T propagates E around.

More generally one might ask about u(E; N T~"E,) for distinct sets E; and E,. How-
ever, note that u(E;NT~" E,) could be zero for all n, e.g. if X is a union of two T-invariant
pieces, so this does not admit an interesting answer without further refinements.

Exercise 3.4. Show that
limsupu(ENT"E)> u(E).
n>0
To put this in context, one can prove that for some general classes of T (irreducible,
ergodic) one has that this is the average behavior in the sense that
1
lim — ENT'E)=u(E).
- )=u(E)

n—oo

3.3. Mean ergodic theorems. We know move on to the ergodic theorems. If (X, T, u) is
a measure-preserving tuple, we can consider for any f € L'(X, u) the sequence of func-
tions

), f(T(x)), .., F(T"(x)),....
In the special case where f = yp, this describes the recurrence of x with respect to E. One
might like to ask about the limit of this sequence as n — 0o, but that is too ill-behaved.
However, it is better behaved after averaging.

Theorem 3.5 (Pointwise Ergodic Theorem). With notation as above,

lim JOH T+ + f(T"(x))

n—0o00 n

Furthermore f* is measurable and T -invariant, and

ff*du=ffdu-

10

=: f*(x) exists for a.e. x € X.




Ergodic Theory Math 248, 2014

If f = yE, then this describes the asymptotics of recurrence of x with respect to E.

Remark 3.6. If T is ergodic, then f* is constant almost everywhere and thus equal to
f fdu. If you think of T as describing the evolution of the system in time, then this
means that the for ergodic transformations“the space average is equal to the time aver-
age.”
Theorem 3.7 (Mean Ergodic Theorem, von Neumann). If(X, T, u) is a measure-preserving
system, let ur : L>(X,u) — L?(X, u) denote the induced map. Then
 fHur(f)+.. .+ um(f)
lim

n—o00 n

= Pr(f)e L*(X,u)

where Pr(f) is the projection of f onto the subspace
I={gel*X,u):urg=g}.
Proof. The proof is straightforward up to some technical machinery. The key is to ex-
plicitly describe the orthogonal complement to I, so let
B=(urg—g:geL*(X,p).
We claim that B+ =I. Indeed, if ur f = f then

(frurg—g)=(furg)—(f,g)=(urf,urg)—(f, g =0.

This shows that I ¢ B+,
We then have to show that BL c I. If f € BL then by definition (urg, f) = (g, f) for all
g. Therefore,

lurf = flla=(urf—furf—f)=2llurfI* = {f,urf)—(urf, f)=0.
So we have established that L2(X, u) = I ® B. Recall that we want to show

I frur(H+...+ur(f)
im

n—00 n

=: Pr(f) € L*(X, ).

To do this, we proceed as follows.

(1) Check the result for f € I (which is obvious).

(2) Checkitfor f=urg — g (also obvious, since it telescopes to %HuITVg —gll2).

(3) The result follows for the whole space if we can show that the left hand side is
“continuous in f, so that it vanishes on all of ‘B. Well, given e >0and h € B, we
can find h; € B such that ||h — I’||, < €. Then for all sufficiently large N we have

liu”h’ <e
N= ! 2
Therefore,
H%Zum < %Zu?(h—h’) 2+%qu;h/
<2e.

11
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Von Neumann’s Mean Ergodic Theorem deals with convergence of operators in L2. We
would actually like to have a pointwise result, which unfortunately doesn’t follow from
the L2 convergence. However, one can obtain L! or pointwise convergence results:

_ frur(f)+.Furn(f) .
Denote by A,(f):= —————~——= the nth partial sum.
Proposition 3.8 (L!-convergence). If f € L}(X, u) then
. _Faogl
lim An(f)=fin L'(X,u).
What is this functon f ? In the L? case it was projection onto a certain subspace, but
since L! is not a Hilbert space, we can’t make sense of “projection operators” as we did

before. It turns out that if 2 denotes the o-algebra of T-invariant measurable sets, then
fis E(f | #). We will elaborate on this later.

Remark 3.9. The same argument implies that

M
; 1 n 72
m ZN ul(f)— Pr(f)in L*(X, p).
From this we deduce the following corollary.

Corollary 3.10. Assuming that u(X) < oo, show that if u(B) > 0 then the set {n e N: u(Bn
T-"B) > 0} (which is infinite by Poincaré’s recurrence theorem) has the property that the
set of gaps between recurrence are bounded.

Proof. See the solution to Exercise|3.13 g

If T is invertible, then T-! is measurable, and
1 1
i — k =1 —_ —k = f*
lim . kE_lf(T (x))= lim - kE_lf(T (xX)=f".

This is because if T is invertible and g is T-invariant, then g is T~!-invariant, so the
projection operator is the same.

3.4. Some remarks on the Mean Ergodic Theorem. We established the Mean Ergodic
Theorem for a measure-preserving system (X, u, T):

N
1
: n —
AmN Zﬂ_l urf="rrf

where Py is the projection onto the subspace of T-invariant functions in L?(X,u). This
holds in general, even if y(X) = oo, but one can encounter problems such as Py f van-
ishing almost everywhere, even if fx fdu > 0. As a simple example, suppose f is the
indicator function of [0, 1] and T is translation by 1 on R.

We would like to have
f fdll:f Prfdu.
X X

12
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When restricting to a probability space, one has || -||; <|[|-||2 by Cauchy-Schwarz. There-
fore, if f,, — f in L? then one has
limf fn— f f.

f u?fdu=f fdu
X X

in a probability space we are indeed guaranteed that

JPTfZJ .
X X

Suppose f, — fin L? and g € L?(X,u). Then

(fn.8)—(f 8-

For measurable sets A, B of (X, u, T) we apply this with f = y4and g = yp,and f, = A, f.
By the Mean Ergodic Theorem,

Since

N
1
5 D MTT"ANB) = f Pr(xa)dp.
N
n=1 B
One would like to use this to show that the orbits of A intersect B, but the right hand side
could be 0.

However, if T is ergodic then by definition, the dimension of the space of T-invariant
functionsis 1 (i.e. just the constants), so the right hand side is some constant times u(B).
Now, in a probability space one has

ffn duzf fdu=u(A).
X
We have shown:

Theorem 3.11. If T is ergodic, then

N
: 1 —n —
m N;:l’” AN B)=u(A)u(B).

If T is not ergodic then one can still use the same idea to try and get something (the
result won't be as strong, of course).

Exercise 3.12. Let (X, u) be a probability space and E C X a subset of positive measure.
Assume T: X — X is an invertible transformation preserving u. Show that there exists
x € X such that {n € Z| T"(x) € E} has positive upper density.

Exercise 3.13. Suppose (X, u) is a probability space. For any measurable set B and € > 0,
show that the set
fkeN|w(T™*BN B) > u(B)*— e}
has bounded gaps.
13
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3.5. A generalization. The key ingredient to this discussion is the mean ergodic theo-
rem, whose proof is very easy: it’s just basic functional analysis. What if we want to to
study more complicated things like

UANT"ANT2"AN...n T *"A)
if u(A) > 0? More generally, what about u(A N T—P(" A) for some polynomial p(r) € Z[r]?

More generally still, suppose you have commuting operators Ti,..., Ty and want to study
1 n
AIITSOW Z ug! (f). ug (f).
Ny N <N

In fact, Host-Kra showed that this kind of limit does converge in L?(X,u). Recurrence
statements for this setting were proved by Furstenberg and Katznedson, etc. They are
significantly more challenging. We remark that these do not involve an assumption of
ergodicity.

14
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4. ERGODIC TRANSFORMATIONS
4.1. Ergodicity.

Definition 4.1. Suppose T is a measure-preserving map on (X, u, %). Then T is ergodic
if B=T-1B for B€ % implies u(B)=0 or u(X — B)=0.

Remark 4.2. This makes sense even when X has infinite measure.

This definition is supposed to capture the notion of irreducibility. Given any T-invariant
measure (4, it is not clear how to obtain a measure y’ that is T-invariant and ergodic with
respect to T. However, such measures do exist.

Proposition 4.3. The following are equivalent:
(1) T is ergodic.
) w(T-'BAB)=0 => u(B)=0 oru(X— B)=0.
(3) (Assumingu(X)=1) Forany A€ B, ifu(A) >0 thenu( JT"A)=1.
(4) ForanyA, B e A such that u(A)u(B) > 0 there exists n such that u(T-"AN B)> 0.
(5) If f: X — C is measurable, then foT = f almost everywhere implies that f is equal
to a constant almost everywhere.

Remark 4.4. Condition (3) generalizes the earlier remark that u(T-YAn A) > 0 for all
T-invariant measures. Recall that we said the result could fail if X were a union of two
disjoint T-invariant spaces. We will later prove that if T is ergodic then

N
: 1 —n —
lim N;u(T AN B)=p(A)u(B).

Remark 4.5. The definition makes sense for any group G acting on X.

Proof. Obviously (2) = (1). For (1) = (2), start with some B such that uy(BAT~!B)=
0. We want to make B into a T-invariant set somehow, so the most naive thing to do is to
throw in T~!(B). Of course, we then have to keep going, so we set

o0 o0
C= ﬂ U T "B.

N=0n=N
Then evidently T-1(C)= C, and

o0
— —n —
p(C)= lim p (LJVT B) = u(B).
Next we show that (1) <= (3). For (1) = (3) observe that Un T—"(A) is T-invariant
and has positive measure, so must be full measure. Conversely, if A is T-invariant with
positive measure, then U T~"(A)= A has full measure.

To see that (4) = (1), let B € X be a T-invariant set. Then taking A = X\ B, we
see that A is also T-invariant. If u(B) # 0 and u(A) # 0, then there exists n such that
w(T-"BNA)=u(BnNA)#0, clearly a contradiction. The other direction follows from the
version of the Mean Ergodic Theorem in Theorem|3.11}

Finally, we establish that (1) <= (5). By taking f to be the characteristic function of
an invariant set, we see that (5) = (1). For (1) = (5), let f be a function such that

15
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foT=fthenset Ak ={x: f(x)e [%,%]}. Then T71AF = {x e X: f(Tx) e [£ k11 put

n’ n
since f(T(x))= f(x) this is the same set as {x € X: f(x) € [%, %]}. Therefore,

w1 Ak AAR)=0.

This implies that A’fl has full measure or zero measure for each n, k, and it follows that f

is constant almost everywhere.
O

Example 4.6. Here are some examples of ergodic and non-ergodic transformations.

(1) Ry:S'— S!isergodic with respect to the Lebesgue measure if @ is irrational, and
not ergodic if « is rational.

(2) T»:S' — S! with respect to the Lebesgue measure is ergodic.

(3) The map T: S' x S' — S! x S! sending (x,y) — (x + @,y + @) is not ergodic. For
instance, the function f(x,y)= e?7{*=¥) is T-invariant but not constant.

(4) The map S: T¥ — T* sending

(X1, 0xK )= (1 +a, X2+ X1, X3+ X2, .0, X+ Xj—1)

is ergodic if « is irrational. That is not obvious, although it’s easy to see that this
is measure-preserving for the Lebesgue measure.

There is a nice trick due to Furstenberg to use this to show that {n2a}, {n3a}, ..., {n*a}
are dense in S! if ¢ is irrational.

4.2. Ergodicity via Fourier analysis. One approach to ergodicity on S! is to use Fourier
analysis on L?(X, u), and study the action of T on the Fourier coefficients. This leads to
perhaps the simplest proofs, but unfortunately they do not generalize too well.

Example 4.7. Let’s try applying this idea to the rotation operator R,. For f € L2(S') we

write
f(t) — Z Cnezmnt‘

nez

What does it mean that f(R,(t)) = f(¢)? The rotation sends ¢ — t 4+ a, so by comparing
Fourier coefficients we see
Cp= Cnezmna_

If a is irrational then the factor e27"¢ js never 1 unless n = 0, so all the ¢, are 0 except
the constant term, i.e. f is constant almost everywhere.

Example4.8. Next let’s see what happens with the doubling map. For f € L?(S!) we again

write
f(t) — Z Cn€2ﬂint.

nez

If f(¢r) = f(2t) then by comparison Fourier coefficients we have c,, = c,. This forces
cx =0if k #0, since ¢ = cox = €4k =... — 0, a consequence of

Ifllzz = leal? < oo
16



Ergodic Theory Math 248, 2014

Now that we are warmed up, let’s prove that (4) from Example [4.6]is ergodic. For f €
L2(T*), we have a Fourier expansion

f()z.'): Z Cn- eZﬂiﬁzf.
nezk
Suppose f(¥) = f(S(X)).
The trick is that we can write 77 - S(X) = nyaéi + S'(n) - ¥ where S'(77) = (n1 + na, ns +
ns,...,Nk—1+ ng, ng). The nice thing about & is that it induces an automorphism of Z*,
SO

f(S(f)) — Z Cii- eZninlanniS’(ﬁ)x.
We conclude that cg/(;7) = e?riam ¢z In particular,
les )| =il
Now we claim that the sequence of vectors 77, S'(77), (S’)°%(77) cannot be all distinct unless
¢ =0. This is for the same reason as before:

Iflle=Y_ leal”.

inezk
We conclude that if ¢;; # 0 then there exist p, g such that (§')°P(i7) = (5')°9(77) = 0. An easy
analysis shows that this implies ny = ... = n, = 0. Then comparing this with the earlier
equation cg 7= e2nian ¢~ shows that n; =0 as well. O

4.3. Toral endormophisms. If A € GL,(Z), then it induces a map J4: T" — T" pre-
serving the Lebesgue measure induced on 7" = R"/Z". These are the “toral endomor-
phisms,” which we have already encountered.

Theorem 4.9. 7, is ergodic if and only if no eigenvalue of A is a root of unity.

Since the eigenvalues of A are algebraic, this is the same as no eigenvalue having mag-
nitude 1. For such A, we called 7, hyperbolic.

Proof. (Sketch) We use Fourier analysis again. If f € L?(X, u) then we write

f: Z CneZTEi(ﬁ,x)

nezk
and f o T has expansion
Z Cne277:i(ﬁ,Ax) — Z Cne277:i(ﬁA,x)
nezk nezk
Yol
Ci=Ciga=....

Applying Parseval’s formula as usual, we conclude that either ¢z = 0 or {7, 77A,.. .} is
really only a finite set. Then 7AF = 7i. That implies that A has an eigenvalue which is a
kth root of unity.
Conversely, if A¥ 7 = 77 for some 77 then
k-1 A
f(X): eZﬂi(ﬁ,AJx)
17
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is invariant under T and non-constant. O

Example4.10. If T: X — Xisergodic, Tx T: XxX — Xx X may not necessarily be ergodic.
Indeed, let X = S! and T be irrational rotation. Then T x T preserves the function (x,y)—
x—y.

You might wonder if T x T could ever be ergodic. If T is the doubling map on S!, then
T x T is indeed ergodic.

4.4. Bernoulli Shifts. We can give other proofs that the map T;: S' — S! is ergodic,
without referencing Fourier analysis, but putting this map into a general context called
Bernoulli shifts.

Here is a general setting that captures all of these ergodic transformations. We have a
finite alphabet S={s;,..., sy} and real numbers {pj,, ..., ps, } such that each p; > 0 for all

seSand Zle ps; = 1. We define the two-sided Bernoulli space
Y={(...x_1,%0,X1,...): x; €S)}

and the Bernoulli shift o by (o(x);) = (x;+1).- Note that here o is a bijection.
We also define the one-sided Bernoulli space

Yt ={(x0,x1,...): x; €S)}
and the left shift operator o on ¥, by

(O L(x)i) =Xit1.

Notice that here o is surjective but not injective.
We equip X, >+ with the o-algebra generated by the fundamental “cylinders”

[(i1,80), -, (Tes s)] = {x = (x:)72 | Xiy = S0, ..., Xi, =S¢}

These play the role of intervals (rectangles) for the construction of the Lebesgue measure
on R (R"). We then define measures u on X by

[.l([(i(),S()),...,(l'[,sg)]): Pso---* Ps;

and similarly for y; on X;. This measure is evidently preserved by o and o, respec-
tively. So (3, o, u) and (X4, 01, u+) are measure-preserving systems. This turns out to be
a robust framework capturing many measure-preserving systems that we have already
encountered.

Example 4.11. The doubling map can be realized as a Bernoulli shift with S = {0, 1} and
po=p1=1/2,wehave (3;,0,u) =(SY, B, u).

The tricky thing about Bernoulli shifts is that they are very difficult to distinguish.
Even for k =2, we are only choosing py and p; such that pp+ p; =1 and it is already im-
possible to distinguish the different spaces by spectral properties. To do this one needs
to introduce the notion of entropy.

>+ can be metrized into a compact topological space, with d(x,x’") = % if x; = x} for
i=1,...,k.

Theorem 4.12. (X, 0, up) is ergodic.
18
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Proof. We begin with a key observation that leverages the specific structure of cylinders.
If E C X is a finite union of cylinders and F = c~NE, then
up(Er‘la_NE) = ,up(E)Z for large N.

To see this, think of E as a set where you have restricted the values in a certain (finite) set
of indices. Then o~V is a “right shift” (technically multivalued), so o~V E is a set where
you have restricted the values in another finite set of indices shifted to the right from the
origina. If you shift by a large enough amount then eventually the places where you have
restricted the values of E and o ~NE are disjoint.

Let B be a measurable set. We want to show that T-!B= B = u(B)=0or 1. There
exists a finite union of cylinders E = Uj.vzl C; (where each Cj is a cylinder) such that
U(EAB) < €, so in particular |u(B) — u(E)| < €. Since u(B)=u(c~'B)=...,

,u(BAa'_NE) = ‘LL(O'_NBAO'_NE) = ,u(a'_N(BAE)) <e.
This holds for all N. Now the point is that B is commensurate with both E and c~VE,
but these two sets are not commensurate with each other by the discussion of the first

paragraph unless u(E)=0 or 1.
More precisely, we have u(BAE) < € and u(BAo~NE) < e. Also,

BA(EnoNE)c(BAE)U(BAcVE)

so W(BA(ENno~NE)) < 2e. In particular, |u(B) — u(ENo~NE)| < e. Taking € — 0, we
conclude that u(E) = u(E)?.
]
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5. MIXING

5.1. Mixing transformations. Recall that we proved that a Bernoulli shift system (%, o, u,)
is ergodicif X p; = 1 by using the structure of “cylinders,” specifically the fact that u(oc =N An
B) = u(A)u(B) for all sufficiently large N.

By an approximation argument, this shows in fact that for any two measurable sets A
and B we have

lim u(oc VAN B)=u(A)u(B).
N—o00
This is the prototype of a stronger property of transformations called mixing.

Definition5.1. Let (X, T, u) be ameasure-preserving system. We say that T on X is mixing
if for all measurable sets A and B one has

lim u(T~"AN B) = u(A)u(B).
n—oo
Example5.2. The proof of Theorem shows that (¥, 0, up) is mixing.

Mixing implies ergodic, but not conversely. Indeed, one of our equivalent charac-
terizations of ergodicity in Proposition [4.3| was that for all A, B there exists n such that
w(T-"AnB)>o0.

Example5.3. R, is ergodic but not mixing. If A and B are small intervals, then it is clear
that the limit lim,,_.., u(T~"A N B) will not exist (it will be zero much of the time), but
jump up occasionally.

5.2. Weakly mixing transformgtigns. Recall that we used the mean ergodic theorem to
show that ergodicity implies if A, B are measurable then
1 . o
— D (T ANE) = pu(A)u(B)
i=1
In other words, the “average” of the quantities approaches some expected value. Mixing
says that the quantities themselves approach this value.

Definition 5.4. We say that T is weakly mixing if

R T
lim — > |u(T~" AN B)~ u(A)u(B) 0.

n—oo .
i=1

Example5.5. Infact, you can easily see that R, is not even weakly mixing, since a positive
proportion of terms is positive.

Proposition 5.6. If 27 is a semi-algebra (finite unions and intersection) generating 3,
then

o Ergodicity <= forall A, B€ 2 then

n—oo

1< .
lim ; w(T-'ANB) = u(A)u(B),
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o weakly mixing < forall A, B€ 2 then

1
lim —
n—oo n

D Iu(T~"AN B)— p(A)u(B)|=0.
i=1

e mixing <= forall A, B€ % then
Jlim u(T7"AN B) = w(A)u(B).

Exercise5.7. Prove this. [Hint: there is basically nothing to do.]

Exercise5.8. Show that T is weakly mixing if and only if T x T (on X x X with the product
measure) is ergodic.

Example5.9. Recall that (x,y)— (x +a,y + a) is not ergodic, which reflects the fact that
R, is not weakly mixing.
Exercise5.10. Showing weakly mixing <= given A, B there exists J C {1,...,n...} of zero
density (i.e. lim JN{1,..., k}/k — 0) such that

lim p(T™" AN B) = u(A)u(B).

né¢jJ

5.3. Spectral perspective. Ergodicity, weakly mixing, and mixing are “spectral proper-
ties” of the operator ur on L?(X, u). For instance, ergodic says that for f, g € L*(X, u) we
have

INo
lim ;;(qu,g)—%f, 1)(1, g)
and mixing says that for all f, g € L?(X, u)
3 n —
Jlim (uz.f, 8)=(f,1)(1, 8)-
Exercise5.11. T is mixing if and only if for all measurable sets A C X,
: —-n _ 2
lim u(T™"ANA)=u(A)
Recall that if u(X) < oo then limsup u(AN T-"A) > u(A)>.

The exercise says that it suffices to check this in the special case f = g.

Here’s another way to think about things. Recall that one formulation of ergodicity
was that ur(f) = f = f is constant. Weakly mixing says if ur(f) = Af (necessarily
|A| = 1 because ur is unitary), then A =1, i.e. f is constant. In other words, weakly
mixing implies that there can be no other interesting eigenvalues other than 1.

Indeed, if T is weakly mixing and urf = Af, then we may assume that f fdu =
0 because f must be orthogonal to the space of constant functions (those being the
eigenspace with eigenvalue 1). Then

I,
;gl(qu,f)l—»&

So )
— 2 L1 =0 = (f.0)=0.
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5.4. Hyperbolic toral automorphism is mixing. We revisit the hyperbolic toral auto-

morphism T induced by A = G D on T =R?/Z2. The goal is to prove that the action

of T is mixing. (We already saw a Fourier-analytic proof of ergodicity, but of course this
is stronger.)
Consider the eigenvectors for A, spanned by v; = (%g, 1)and v, = (—‘/g, 1). If x =

1_
2
¥y +avi+ B, then
Ak(x —y)= aA* v, +/9’Akvg = a)t’fvl +/3’)L§v2.

So if x — y is in the direction of v, then d(T"x, T"y) — 0. So we have a foliation of T by
lines parallel to v,. If U is a little rectangle with edges parallel to v, and vy, then T-*(U)
is a rectangle stretched along the v, direction and squished along the v; direction.

These eigenvectors define foliation parallel to v and v,. Let hj(x) = x+sv; be the flow
along the ith foliation. This flow is ergodic in the sense that any measurable function
invariant under it must be a.e. constant. Indeed, the flow defines a “first return map”
S! — S! which is which is rotation by an irrational angle, and we know that this is an
ergodic transformation.

Let h* = hj be the flow along the expanding foliation and A = A;. Then T" o h’(x) =
h*'s o TH(x). If f, g are continuous then we want to prove that

,}iggof FEg(T"x)dp(x) — ( f fdu) ( J gdu)-
X

Let I, = fx f(x)g(T"x)du(x). Since h; is measure-preserving, we can replace x by h’x
for small s without affecting the integral by very much:

1,,:1 J U f(hS’x)g(T”hS’x)ds') du(x)
§ X 0

(f continuous)mJ f(x) (%J g(T”hs/x)ds') du(x)
X 0

= J fx) (lf g(h“S’T"x)ds’) du(x)
X SJo

Alts
1 o
:JXf(T_"x)(anJ; g(h’ x)ds) d u(x)

By the ergodicity of 4’ (“time average is space average”), we see that

Als
)Lnsfo g(h* x)ds *JXg(x)u(x)

for any x. Therefore,

Alts
f f(T7"x) (Ai J g(hs/X)dS’) du(x)ﬂf f(T_”x)d,U(x)J g(x)du(x).
X $ 0 99 X X
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In summary, the important ingredients were ergodicity of expanding foliations, and the
existence of expanding/contracting directions. These ideas are the basis of the notion of
entropy. It turns out that the Lebesgue measure has the maximum possible entropy for
T, and this gives information about periodic points, etc.
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6. PoINTWISE ERGODIC THEOREMS

We now work towards an L!-version of the mean ergodic theorem. Let (X, u, T) be
a measure-preserving system with u(X) < oo and T an ergodic u-invariant measure. If
f € L}(X, u) then this will say that for almost every x € X

lim f(x)+f(Tx)+...+f(T”x)_)j F)dp.
X

n—oo n
One can weaken this in several ways: if T is not ergodic and u(X) is not necessarily fi-
nite, then the limit exists as some T-invariant f* whic is E(f | B87), 87 being the o-
algebra of T-invariant subsets, or equivalently the almost-invariant subsets B satisfying
w(T~1 ByABy)=0. If u(X) < oo then

f fdu=f frdu.
X X

6.1. The Radon-Nikodym Theorem.

Definition 6.1. We say that v is absolutely continuous with respect to v, and write v < u,
ifu(B)=0 = v(B)=0.

Example 6.2. Two measures on [0, 1] with disjoint support are singular with respect to
each other, hence not absolutely continuous.

Example 6.3. If u is the Lebesgue measure on [0, 1], then one can define an absolutely
continuous v measure with respect to u by picking a positive function f and setting

V(B)=J fdu
B
The Radon-Nikodym theorem is a converse to this construction.

Theorem 6.4 (Radon-Nikodym). Let (X, B, u) be a probability space. Letv be a measure
defined on % such thatv < u. Then there exists a non-negative measurable function f
such that

v(B)= f fau.
Furthermore, if ’

v(B)= f gdu
then f = g almost everywhere. ’

Remark 6.5. The (almost everywhere) uniqueness justifies the notation f = Z—;. So

av
V(B)=f —du.
p AH

Other basic properties are justified: if v;,v, < u then
d(Vl +V2) _ dVl n dVg
du  du du
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and if A < v < u then
dir _didv

dy  dvdu
Example 6.6. An example to keep in mind why the finiteness hypothesis is necessary:
compare the counting measure

Al Al <00
v(A)= .
oo otherwise.
Indeed, the Lebesgue measure is absolutely continuous with respect to this counting

ap _
measure, but = = 0 almost everywhere.

6.2. Expectation. Let./ C 8 beasub o-algebraand uameasureon . If f € L1(X, B, u),
f might not be .«/-measurable. We want to define some function “expectation function”
E(f|.«/)e LY(X, .o/, u) which captures the idea of projecting f to .</.

How do we construct this operator E(- | .¢/)? If we were working with L? then we could
define a projection map, but we cannot do that here. If f is non-negative, then we define

V(A)=f fdu.
A

Then v < u| . By the Radon-Nikodym theorem, there exists E(f | A) such that

V(A)Zf E(f|.d)du.
A

If f is actually measurable for .¢/, then E(f | .</)=f.
By construction, for all A €./ we have

ffd,u:f E(f|o)duforallAc .o.
A A

Example6.7. If .o/ consists of sets of measure 0 or full measure, then any ./ -measurable
function is constant almost everywhere, and

E(flﬂ)=J fdu.
X

Example 6.8. If .¢/ is generated by a finite partition Aj,...,A, of X, then .¢/-measurable
functions are constant on each A;, so

1
u(A;)
So far we have restricted our discussion to non-negative functions f, but we can ex-

tend the definition in the usual way: write f = f — f_ where f; and f_ are the positive
and negative parts.

E(f|.o/)x)= J fduifxeA;.
Aj

Properties. It is easy to check the following properties of the expectation.

o E(fit+f2ld)=E(fil.9)+E(f2].9),
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e E(f|B)=F,
o E(f|./)oT=E(foT|T \.).

6.3. Birkhoff’s Ergodic Theorem.

Theorem 6.9 (Birkhoff’s Ergodic Theorem). Let(X, T, u) be a system and let .</ be the o -
algebra generated by T -invariant measurable sets, i.e. A such that u(T~'AAA)=0. (So if
T is ergodic, then .<f is the trivial o -algebra.) If f € L\(X, 9) then for almost all x
n
lim fX)+f(Tx)+...+ f(T"x)
n—00 n+1

=E(f |./)(x)=: f(x).

The limit f*(x) is .</-measurable (i.e. T-invariant) and for any T-invariant subset A

(i.e. u(T"TAAA)=0),
f fdu=f frdu.
A A

Proof. Let f € L1(X,u, B) and E be the set of x such that f(x)+...+ f(T"x) > 0 for at
least one n.

Claim. We claim that

‘ffduza
E

This is the main part of the argument. It does not use the fact that u(X) < oc.
Lemma 6.10 (Maximal inequality). Let f € L\(X, u, B) and define f, =0,
foX)=f+foT+...+fo "1
and
Fu(x)= max fix).

Then

J fdu=0.
x: F(x)>0

Let E, = {x: F,(x) > 0}. The difference between the claim and the lemma is that in the
claim, we are integrating over E=|J, E,.

Proof. We claim that if F,(x) > 0 then f(x) > F,(x)— F, o T(x). To see this, observe that
F, > fjforall0<j <n,hence F,oT > fjoT,so

FroT(x)+ f(x)= fjo T(x)+ f(x)= fj+1(x).

Therefore, F, o T(x)+ f(x) > maxi<j<n+1 fj(x). Since Fy(x) > 0, this the same as the
maximum including j =0.
Now,

J f(x)d.qu Fn(x)d,u—J F, o T(x)dp.
E, E, 26 E,
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We claim that we can replace E;, in the second interval with X, because outside E, the
function F, is 0. Since F), is non-negative, we can also extend the integral to X in the
third integral. So

X

J f(x)d.UZf Fn(x)d,u—J FyoT(x)du=0.
En X

Here we are using that F, is measurable and the T-invariance of the measure. O

Now for the claim, we write E = J,, E,,. Then fyg, — fyr and f € L', so we can use
the dominated convergence theorem to conclude that

,}iggoJ fxe, duﬂffmdu-

Having established the claim, let’s turn out attention to the ergodic theorem. We want to
analyze

lim fE)+f(Tx)+...+ f(T"x)

n—00 n+1
but we don’t know that the limit exists. So instead, we study

fE)+ f(Tx)+...+ f(T"x)

f*(x)=limsup

e n+1
f (x)—liminff(x)+f(Tx)+---+f(T”x)
T e n+1

We want to prove that given a, b the set
Eqap:=1{x: filx)<a<b< f*(x)}

has measure 0 in X. Since R is separable, we can let a, b range over QQ to deduce the
result.

A useful observation about this is that f*, f, are both T-invariant, hence E, j is T-
invariant. This is shown by analyzing the identity

f(x)

n+1
Apf(Tx)= ——Apn(x)+——.
n n

Remark 6.11. If T were ergodic then we would automatically know that u(E; ,)=0 or 1.

A corollary of the claim is that if g € L'(X, u) and
1 n—1 )
By={x: sup— Y g(T/(x))>a}
n>1 N =0
then for any set A which is T-invariant (up to measure 0),

f gdu = au(ByNA).
BgNA

Indeed, this follows immediately from applying the claim with f:= g —a.
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So our goal is to show that u(E, ;) has measure 0. By the corollary applied to the
observation that f*(x)>b on E, p,

f fdu=bu(Eap)
Ea,h

On the other hand, since f.(x) <a on E,

a(Eq,p) > fdu.

Ea,b

But b > a, so this is only possible u(E, ) = 0. Thus f; = f*(x) for almost all x, so the limit
exists and is T-invariant.

Remark 6.12. We see that the proof so far doesn’t use u(X) < oo, but without that assump-
tion then the limit could be 0 for instance. We need it to show that the limit satisfies

A A
for any A satisfying u(T-1AAA)=0.
It is easy to see that the limit f is in L'(X, u). Indeed, each A,(f)isin L}, so

! n-1 j
A fl2) = | ]Zof(T (x))
hence
f |Apf(x)ldu < J lf(x)ldu
since u is T-invariant. That im;lies that f*e LY(X, u).

We now want to show that f* = E(f | Br), i.e. the integrals over any T-invariant B of
f and f* are equal. We can reduce to showing that

Jr=)r

noge K< EEL
Dk—{x.nsf(x)s . }.

To do this, fix a very large n and set

Then obviously

k+1
u(DR)-

k
—u(DY) < J frdus——
n pn n

k

We claim that in fact
k k+1
—u(Dy) < J fdp<——u(Dy).
n . n
Dk
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Why? Let’s focus on proving the lower bound. Fix € > 0. Then the maximal inequality

implies that
k
(5 —c)uop) < f fdu
n D]:fl

In fact we can replace D}! with D}’ N B for any T-invariant subset B, by restricting all the
results to B. Anyway, this shows that

fl} f fl) *
Ircl ;cl
B B

and then letting n — oo finishes off the proof. g

1
< —u(DM).
_nu( %)

Summing over k we find that

=<

S|~

6.4. Some generalizations.

Remark 6.13. If T is ergodic but u(X)=oc and f € L'(X, u), then
I FE)+F(TE)) +... 4+ f(T"1(X)) ae.
im — 0.

n—o0 n

Even though Birkhoff’s Theorem applies and tells us that the limit exists, we unfortu-
nately don't (necessarily) have nice properties of the limit such as f f= f limA,(f).
There is a way of “fixing” this result, due to Hopf.

Theorem 6.14 (Hopf). Let T be ergodic on (X, u). If f1, f> € L\(X, u) and f fodu#0 then

A+ ATD 4+ A7) Juh
n—0o fo(x)+ fo(Tx)+...+ fo(T"x)) foz )

Another “fix” is the following.

Theorem 6.15 (Hopf). Assume that there exists g € L'(X,u) such that g(x) > 0 almost
everywhere, and that for almost every x,

g(x)+ g(T(x)+...+ g(T"(x)) — oo.

Then ‘
. 2?21 f(T'x)
lim ~7n o
=00 Zizl g(T'x)

ffdu=f gody.
X X

The proof uses “only” the maximal inequality, proceeding along the following lines.

= p(x)e L'(X,p)

and

(1) First prove that the limsup =liminf almost everywhere.
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(2) Partition the space into chunks
k k+1
— << X <
SETIOEEH
Exercise 6.16. Write out a detailed proof.

Before, we considered sets of the form
By:={)_f(T'x)>na}
and deduced that

f fdu=au(Bg).
By

Here we consider a set of the form

By=1)_f(T'x)>a) g(T'x)}

f fZaf g.
Ba By

Remark 6.17. Recall that T is mixing if

and show that

A)u(B
lim u(T™"ANB) = pA)u(B)
oo §(x)
If u(X) =00, then instead the definition should be

. u(T7"ANB) p(A)
—

ne W(TA'AB) WA’

The proof gives no information about “for which points x does the limit exist.”

6.5. Applications.

Example 6.18. Recall the “times b” map Tj,: S! — S! sending z — z?. Write x € [0,1] in
terms of a “base b expansion” 0.x9x1x2X3.... Then Tp(x) = 0.x1x2X3.... We proved that
Ty is ergodic. This corresponds to the Bernoulli shift with py = %, p1= %, cey Pp—1 = %.
Given x € [0, 1], we can write x = Xox1X2...X;. Then x; = k <= le(x) S [%, %). By
Birkhoff’s ergodic theorem for y[/p,x+1/p) we have that for almost all x,
L o #Hxpri<nxi=k} 1
lim =—.
n—0o0 n b
This can be generalized to strings of digits: a particular string (k; ... k;) appears a pro-
portion of % of the time.

Definition 6.19. A point x is normal if for all b, in the base b expansion 0.x(x; ... we have
#ixi=k,i<n} 1
m =

Birkhoff’s ergodic theorem implies that almost all x are normal. However, it is an open
question to produce any provably normal point x.
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Example 6.20. Consider the Gauss map T(x) = % mod 1. If the continued fraction ex-
pansion of x is
1

1

1
X3+...

X=Xo+
X1+

X2+

then x1 =[1/T(x)],...x, =[1/T"(x)].

The ergodicity of T is then tied with the distribution of (x¢, x1, x2,...).

For instance, consider the interval I = (k+r1' %). Then T"(x) € Iy = x, = k. An
invariant measure for T is

1
B)=| —adx.
pu(B) e

You can check this on intervals [a, b], so T~ 1[a,b] = Uzozl [b%n, ﬁ].

& TONY: [question: how do you motivate this measure?]

One can prove that T is in fact ergodic with respect to this measure. Then Birkhoff’s
Ergodic Theorem implies that for almost every x, the frequency of k is the measure of

(k+r1' %) under y, and the result turns out to be

11 (k+1)?
log?2 Og(k(k+2))‘

One can also use the theorem to do “weighted averages.”

Example 6.21. Let (2"")=[2,4,8,16,32,64,...]. We ask: what is the frequency of ¢ as the
first digit in in x,, € 2" as n — 00? We claim that the frequence of ¢ is log,,(1 +1/¢).

The number 2™ has d as first digit if it lies in
d10" <2™ <(d +1)10"
for some n. Equivalently,
n+log,,d <mlog2 < n+log,,(d +1).
Thus {mlog2} € [logd,log(d + 1)] mod 1. By Birkhoft’s Ergodic Theorem,
{ma} e(logd,log(d +1))

with proportion log(1 + 1/d) for almost every x. However, right now we are interested
in the particular value x = 0, so the result does not quite follow from Birkhoff’s Ergodic
Theorem. Therefore, we need a stronger result.
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7. ToroLOGICAL DYNAMICS

7.1. The space of T-invariant measures. Suppose you have a measure-preserving sys-
tem (X, u, T) such that X is “compact” and metrizable (these are not essential assump-
tions, but will be very helpful). The measure is assumed to be Borel (i.e. Borel sets are
measurable). Sometimes we will want to assume that T is continuous.

Example7.1. The rotation map Ry: x — x + @ on S! and the times d map T;: z — z% on
S! satisfy these conditions.

In general, we can consider the “space of finite T-invariant measures on X, which we
denote by .#7(X). Unfortunately, this “does not help” for understanding measurable
dynamics, in the sense that if (X3, T3, 1) and (X2, T, u2) are two systems, then .4 71(X;)
and ./ ©2(X>) are not related, since in the measurable setting you can throw away sets of
measure zero, but there could be lots of interesting T-invariant measures supported on
such a set.

There are interesting “classification” theorems that illustrate the disparity between
topological and measure-theoretic results. Any regular, ergodic, measure-preserving
system (X, T, u) is isomorphic to a measure-preserving system (X’, 77, u’) such that u’
is the only ergodic measure invariant under 7”. Also, it can be shown that the system is
isomorphic to a “nice” measure-preserving system on T2. The moral is that topological
dynamics and measure-preserving dynamics very different.

Let .#,(X) be the space of finite measures on X. This is equipped with the weak*
topology. If C(X) is the space of continuous maps X — R (or C), then the Riesz Represen-
tation Theorem says that C*(X) is basically the same as the space of “signed measures”
on X. Furthermore, C(X) is separable. Then u; — u in the weak* topology if and only if

for all f € C(X),
ffdukﬂffdu-

Itis a fact that .#;(X) is compact and convex (closed) with respect to the weak* topology.
If T is continuous, then there is a map T;: .#1(X) — .#1(X) sending u — T,u, i.e.

fde*u=ff°Tdu

and moreover this map is continuous with respect to the weak* topology.

Proposition 7.2. Let X be a compact metrizable space and T: X — X a continuous map.
Then #\l (X) is non-empty.

The content of the proposition is that there always exist non-trivial invariant (prob-
ability) measures on a compact metrizable space. How might one construct such an
invariant measure? For any x € X, we can consider the sequence x, Tx,... T"x,... and
define

1 n
Un = ;gépx € MH(x).

Since X is compact, there is a convergent subsequence (in the weak* topology), and we

will show shortly that it is T-invariant.
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In fact, there is a more general construction. If {x, € X}y, then one can consider
1 n
=— Ori, € M(x).
Un " ; Tix, 1(x)

and again extract a convergent subsequence.

Proof. Let (v,;) be a sequence in .#(X) and let
1 n—1 )
== T!(va).
Un nzﬂ J(va)

We claim that any weak limit is T-invariant. For any continuous function f on X, we

have
U foTdpn; —ffdun,-

:nij f(ZfOTiH—fOTi) dv,,
1

] JfoT”f“—denj

nj

2
< —IIflleo—0.
nj

O

Proposition 7.3. Let X be compact and T measurable. The extreme ponts in M (X) are
in bijection with ergodic measures for T.

An extreme point is a measure y such thatif u = u;+us then uy = tpand po =(1—-1)u.
(Recall that ./, (X) is convex.) These intuitively correspond to extreme points in the hull
of a convex body.

Proof. If u is not ergodic, then there exists E such that u(EAT~'E)=0and 0 < u(E) <
1, then we can write u = ,u(E)ﬁ,ulE +(1- M(E))mux\E, a convex combination of
two probability measures which are singular with respect to each other, hence u is not
extremal.

If p is not extremal, then = tu; +(1—¢)uz and it is easy to see that u can’t be ergodic.
The reason is that u;(A) < % Uu(A), so u, is absolutely continuous with respect to u and by
the Radon-Nikodym theorem there exists some ¢ such that

UI(A):J pdu
A

and since y;, u are both T-invariant, ¢ must be. Since T is ergodic, ¢ must be constant
almost everywhere, hence u; = u. ([l
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7.2. The ergodic decomposition theorem. We now want to establish a kind of converse
result, asserting that every T-invariant measure is a “linear combination” of the extremal
ones. This is only trueif X is compact.

Theorem 7.4. Letyue . # IT(X). Then there exists a measure A on #,(X) such that \(ET) =
1, where &7 is the set of extremal measures, such that for all f € C(X),

ffdu:J (J fdv) dAW).
eT(x) \Ux

As a consequence, if |.# IT(X)I > 1 i.e. there is more than one invariant measure, then
there exists more than one ergodic invariant measure.

Remark 7.5. This is the only thing reasonable to hope for, because ., (X) could be a
really large space. There are (X, T) where ., (X) is “finite-dimensional” (only finitely
many ergodic measures invariant under 7T), but in general things are much more com-
plicated, and the set of extremal points may not even be closed. It can even be dense.

Example 7.6. For the time 1 geodesic flow on the unit tangent bundle on a hyperbolic
surface X, one can construct ergodic measures of the following form. One ergodic mea-
sure « is supported on a closed geodesic, and another ergodic measure  is supported
on another closed geodesic. One can then take measures supported on some intertwin-
ing of these geodesics, wrapping around » times and renormalizing. In the limit this
becomes just a + B. The set of ergodic measures is dense in the space of all invariant
measures for geodesic flow on T1(X).
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8. UNIQUE ERGODICITY
8.1. Equidistribution.

Definition8.1. A sequence x, € X becomes equidistributed with respectto u if u € #,(X)
(X compact) if for all f € C(X),

%Zf(xj)ﬂff(x)du.
=1

If (X, T, u) is a system then we say that x € X is genericif (x, Tx, T?x,...) becomes equidis-
tributed on X with respect to u.

Proposition 8.2. If T is ergodic, then almost every x € X is generic.

Proof. By the Pointwise Ergodic Theorem, if f € C(X) then

1 <& ;
;;m x)ﬁffdu

for almost every x. However, we are not quite doen yet because the “bad set” depends
on f, and there are uncountably many possibilities for f.

What saves us is that in fact C(X) is separable, so we can restriction our attention to
the functions in a separable basis { f,} for C(X). Then there is full measure subset X’ ¢ X
such that

1 & .
Nan(T’x)—J fndu
i=1 X

for all x € X’ and n. Then any f, you can choose some f,, such that || f — f,|| <€, and

N
1 . 1 ;
—2¢ <limi _E ix)<li _E ix)<
ff 26_11Nrr1)1£an:1fn(Tx)_h?_s)olipN fn(TX)_ff+2€.
O

What if we really want to know that every point is generic (not just almost every point)?
This is tied in with the notion of unique ergodicity.

Theorem 8.3. Let T: X — X be continuous on X a compact metrizable space. Then the
following are equivalent.

@ #uI(X)=1.
(2) Forevery f € C(X) and every x € X, we have

R
,}ggozi;fw x)=C(f).

(3) For every f € C(X) and every x € X, we have

uniformly, where u is the unique T -invariant measure.
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(4) For f in a dense subset of C(X),

IR
1 iy
lim nzl:f(T x) ffdu
i=
where y is the unique T -invariant measure.

Definition 8.4. If (X, T) is a system in which the above conditions are satisfied, then we
say that it is uniquely ergodic.

Proof. (1) = (2). Assume that u is the unique ergodic measure. For x € X, we can
consider

which is a T-invariant probability measure, necessarily equal to u (in the weak* topol-
ogy). That means that for any f € C(X),

N
1
5 2 (I f fdp.
n=1
(2) = (3). Letting u, = %Zzzl 0 7+, denote the nth measure in the sequence, we have

f fdun=%kz_;f(T’“x)-

Supposing that the convergence is not uniform, then we may choose g € C(X) such that
for all Ny, there exists N > Ny and x; € X such that

>€

1 N
— > g(T"x;)—C(g)
N; J

but among such N there exists weak*-convergent subsequence uy, — v, so

=€

fgdu—C(g)
X

a contradiction.

The equivalence of (3) and (4) follows from general approximation arguments.

Let’s show (3) = (1). If Ay f(x) — C(f) which is constant and independent of x, then
we want to show that there is only one ergodic measure. Indeed, for every T-invariant
measure y we have

fANf(x)duﬂf C(f)du=C(f)
X
and on the other hand

fANf(x)du=ffdu
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so for any two T-invariant measures u,v we have

ffdu=C(f)=fde

forall f e C(X), hence u=v.
0

Remark 8.5. The uniformity of convergence doesn’t follow from generalities: itis not true
that convergence to a continuous function on a compact space is automatically uniform.
For example, take a sequence of functions on [0, 1] where the nth element “spikes” on
[0,1/n].

8.2. Examples. On S!, {x,}%°_, become equidistributed with respect to the Lebesgue
measure m if for any f € C(X),

%;f(xi)ﬂffdm.

This is equivalent to: for any interval (a, b),
1
—#{j<n:xj€(a,b)}—|b—al
n

and it’s in fact enough to show that if k # 0, then
1 n
lim — » e
n—oo n
j=1

2mikx; =0

because the trigonometric polynomials are dense in C(X). This isn’t necessarily easy to
check: for instance the question of whether or not (3/2)" is equidistributed is still open.

Theorem 8.6. IfR,(x):=x+a onR/Z=S', where a is irrational, then for every x €S' the
sequence x, Ry x, R2x, ... becomes equidistributed with respect to the Lebesgue measure. In
particular, (S', Ry) is uniquely ergodic.

Proof. We have to check that

1 N
lim — Z 827rik(x+na) =0.

N—00 -

But this can be written as
N

ekax E ekana.

n=1

letting z = e27k¢, the sum is

N
1 11-zV
—Y "= —0
N; N 1-z
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Let T: X — X be a continuous map of a compact and metrizable space. Let ¢: X — S!
be a continuous function. Then we can construct a new pair (X, T) where X = X x S! and
T:(x,8)—(T(x),s+ @(x)).

Example 8.7. We've seen a special case of this before: S! x S! — S! x S! sending (x,y) —
(x +a,x+y)is the construction for X =S, T = R,, ¢ =Id. We proved that this is ergodic
using Fourier analysis.

Theorem 8.8 (Furstenberg). Suppose (X, T) is uniquely ergodic with unique T -invariant
measure . If i = u x m (the Lebesgue measure) is T-ergodic, then (X, T) is uniquely
ergodic and i is the unique T -invariant measure on X.

Proof. For t €S!, let 7, be the map defined by (x,s) — (x,s + t), which commutes with
T. Then if vg is T-invariant, v; :=(7;)«V is also T-invariant. We define

i/\:J‘ tht.
t

We claim that ¥V = u x m. If this is true, then that expresses an ergodic measure as an
integral of other invariant measures, which is impossible unless almost all of them are
the same.

Consider the projection map X — X. Then the pushforward of v on X is a T-invariant
probability measure, hence equal to u. Thus

dei?: [ devtdt
X Jsl X

= [ Jf(x,s+t)dvodt
stJx

_( U f(x,t)dt) dvy
JX St

= [ fdudm
Jx

hence vV = u x m. Then there exists y such that v;, = u x m, hence vo = u x m. O

Example8.9. As mentioned above, we already proved that (x,y) — (x+a, x+y) is ergodic,
hence uniquely ergodic by the theorem. Let’s see some interesting consequences.
For all (x, y), the orbit becomes equidistributed in S! x S!, and

n¢—n

T"(x,y)=(x+na,Y+nx+ a)=(x+na,y +n(x —a)+ n’a).

Applying this to (x,y) = (a,0) we see that T"(x,y) = (x + na, n?>a). That means that for
all f € C(S"), applying Theorem[8.3]to F(x,y):= f(y) we have

1 N-1
> frre)— J f)dy
n=1 St

hence {n2aj} is equidistributed in S!.
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Using this technique, Furstenberg proved that if p(¢) is any polynomial with at least
one irrational coefficient, then {p(n)a} is equidistributed.

8.3. Minimality. A set equidistributed with respect to the Lebesgue measure must be
dense, but a dense set need not be equidistributed with respect to the Lebesgue measure.
We saw that unique ergodicity is equivalent to every point having equidistributed orbit,
so a natural relaxation is to study dense orbits.

Definition 8.10. We say that (X, T') is minimal if every orbit is dense.

If a system is uniquely ergodic for the Lebesgue measure, then it must be minimal by
the observations above. However, if the unique measure is not Borel then there is no
implication in either direction.

Example 8.11. The doubling map T»: S' — S! is uniquely ergodic, but not minimal. In-
deed, this has a (unique) fixed point, and it turns out that the only invariant ergodic
measure is a mass supported at this point. But the orbit of the fixed point is obviously
not dense.

In some nice situations, the two can be proved to be equivalent.
In fact, the irrational rotation is in some sense the “only” uniquely ergodic transfor-
mation, as the following theorem describes.

Theorem 8.12. Let T: S' — S' be a homeomorphism with no periodic points. Then there
exists an irrational rotation S: S' — S and map ¢ : S' — S! such that p o T =So ¢, i.e. the
diagram commutes:

Sl_¢>.sl

St . St
If T is minimal, then ¢ is a homeomorphism.

There is no analogous fact for S! x S!.

Example 8.13. Let A = and let f be the associated map R?/7Z2 = S! x S'. Then

2
1 1
the periodic points are dense, and if P,(f) =#{x | f"(x) =x} then

Pn(f)z(?’*ﬁ) +(3‘“§) o

2 2

Note that this grows exponentially with n, and lim,,_,«
ergodic measures, supported on periodic orbits.

To see why this formula is true, note that (x,y) is periodic if A*(x,y) — (x,y) € Z2.
Therefore, (A" — 1)(x, y) € Z?. This translates the question of counting periodic points to
a question of counting lattice points: how many lattice points are there in (A” —I)([0, 1] x
[0,1])? (That number is precisely P,(f).)

w exists. There will be many
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Theorem 8.14 (Pick’s Theorem). The area of a lattice triangle in R? is
i+2 1
2
where i is the number of interior lattice points and b is the number of boundary lattice
points.
Remark 8.15. There is a generalization to higher dimensions.

In our case, the area of (A" —I)([0, 1] x [0, 1]) is precisely the determinant. To use Pick’s
theorem, one has to check that there are no other integral points on the boundary.
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9. SPECTRAL METHODS

9.1. Spectral isomorphisms. Our goal is to distinguish between R, and Rg where a, 8
areirrational rotations, by considering the induced actions on L? (where m is the Lebesgue
measure on S1).

We have discussed how a triple (X, T, u) gives an operator Ur on L2(X, u).

Definition9.1. We say that T; and T, are spectrally isomorphic, and write Up, = U, if we
can we find W: LZ(Xl,,ul) - LZ(XQ,‘UQ) such that (Wfl, ng) = <f1,f2> and
UT2 oW=Wo UT1

i.e. the following diagram commutes:

2 Un_ -,
L (le,ul) — L (Xlnul)

w| |

L2(X3, u2) e 2(Xa2, u2)
2

9.2. Ergodic spectra.

Proposition 9.2. Let (X, T,u) be a T-invariant probability measure, where T is ergodic.
Then

() Urf=Af, fel*(u) = |A|=1and|f] is constant,

(2) Eigenfunctions correspond to different eigenvalues are orthogonal,

(3) If f, g are both eigenfunctions for A then f = cg for some constant c,

(4) The eigenvalues form a subgroup of the unit circle.

Remark 9.3. It is possible that the only eigenvalue is 1 and the only eigenfunctions are
the constants.

Definition 9.4. We say that (X, T, u) has discrete spectrum if there exists an orthonormal
basis for L2(X, u) consisting of eigenfunctions.

It is a fact that if 77, T have discrete spectra, then they are spectrally isomorphic if and
only if they have the same eigenvalues.

Remark 9.5. (X, T, u) is weakly mixing if and only if 1 is the only eigenfunction for Ur on
L2(X, T, w).

Proof. (1) Recall that if T is measure-preserving then Uy is unitary, i.e.

(Urf, UrfY =1 N =) = IA=1.
Also,
|Urfl=|211f| = Uz fI=Ifl
so |f| is constant almost everywhere (using ergodicity of T).
(2) We have

(Urf,Urg)=(f,8g)=2Au(f, g)

soif Au#1then (f, g)=0.
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(3) Suppose f(T(x))=Af(x)and g(T(x)) = Ag(x). If |g| # 0 almost everywhere then
h = < is T-invariant, hence constant almost everywhere.

4) I f(T(x))=Af(x)and g(T(x))=ug(x)thengo T=pg,and fgo T =Au(fg).
O

9.3. Fourier analysis.

Example9.6. Consider the rotation R,. If f;,(e27%) = e27inx then f,(Rqz) = e27in f,(z).
Therefore, the maps z — z™ are all eigenfunctions for R,,.

Theorem 9.7 (Fourier analysis). The set of f,, forms a basis of L*(S', m).

Therefore R, has discrete spectrum with eigenvalues {e?7i"e},
This is enough to distinguish two rotations R, and Rg. If they were measure-theoretically
isomorphic, then they would be spectrally isomorphic.

Remark 9.8. We can do the same argument for any compact abelian group G. Let G
denote the character group. If G is compact metrizable, then G is countable and discrete.
For each a € G, thereisamap f,: G — G sending x — ax.

Theorem 9.9. The characters of G give an orthonormal basis for L>(G, m) where m is the
Haar measure.

The eigenvalues are {7’(“)}reé- Then we have the following theorem, which asserts
that “every” ergodic, measure-preserving map is a rotation.

Theorem 9.10. If T is an ergodic, measure-preserving map with discrete spectrum, then
(X, T, u) is “conjugate” to a rotation on some compact abelian group. If (X, u) is regular,
then we can replace “conjugate” by “isomorphic.”

Exercise9.11. Find of a proof of this.

Definition 9.12. We say that (X, Ty, u1) is conjugate to (X, T, u») if there exists a map
W: L2(Xy, u1) — L?(X», up) such that

1) (Wf’ Wg):(f’ g)’

(2) WOl]T1 = UTZOW,

(3) W sends bounded functions to bounded functions,

4) W(fg)=W(f)W(g)for bounded functions f, g.

Definition 9.13. Say T: X — X is invertible. We say that (X, T, u) has countable Lebesgue
spectrumif there are functions fo =1, f1, f2,..., fn such that {U7. fx}; r forms an orthornor-
mal basis for L2(X, u).

The point is as follows.

(1) Any two invertible, measure-preserving maps with countable Lebesgue spec-
trum are spectrally isomorphic. This is clear by sending the countable spectra
to each other.

One can check that having a countable Lebesgue spectrum implies mixing.

(2) Two-sided Bernoulli shifts all have countable Lebesgue spectrum. Therefore,
they cannot be distinguished by spectral methods.
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10. ENTROPY

10.1. Motivation. We want to motivate the notion of entropy for measure-preserving
maps (X, T,u). Consider (S!, R,): we mentioned that the operator Uy on L?(X,u) has
discrete spectrum. Conversely, any transformation with discrete spectrum looks like ro-
tation on a compact abelian group.

On the other hand, the Bernoulli shifts, which encompass most of the examples we
have seen, are all spectrally isomorphic (as they have countable spectra), but they are
not measure theoretically isomorphic.

What is the difference between (S!, R, ) and Bernoulli shifts? The rotation is an isome-
try, and in particular

dx,x)<e = d(T"x,T"x')<e.
The Bernoulli shift is much more “violent.”

Example 10.1. Baker’s transformation is defined on [0, 1] by

(2x,y/2) x<1/2
TB(xv )= ¥ 1
2x-y,(y+1)/2) x=3.
One can check that this is the same as the bi-infinite Bernoulli shift ((x;))?2_,. Geo-

metrically, this splits a rectangle down the middle (vertically), and then stacks the halfs
vertically, and then crushes them down.

Now we prepare ourselves to define the entropy. The entropy of a system (X, T, u) is a
non-negative number such that:

(1) Itis invariant under measurable isomorphism. Therefore, it can distinguish be-
tween the Bernoulli shifts (1/2,1/2) and (1/3,1/3,1/3).

(2) Given (X, T), in “many nice situations” there is a unique measure of maximal en-
tropy u for (X, T) (even though there is no way to classify all invariant measures).

However, many interesting measures can have zero entropy.

Example 10.2. For the irrational rotation R, on S1, it will be the case h,(R,) = 0. This
reflects the fact that there are no fixed points. So sometimes we get no information from
entropy. However, we'll see that the map z — z?2 has non-zero entropy on S'.

It tends to be the case that if X is compact, in nice cases (e.g. hyperbolic toral automor-

phisms such as induced by G }) ), the Lebesgue measure has the maximum possible

entropy.

We would also like to establish methods to compute entropy. For instance, if yu =
p1 + u2 then we want to describe h, in terms of hy,, and hy,. There is a relationship, but
it isn’'t very simple.

10.2. Partition information. The idea of defining entropy is to ask, how much do you
“gain” from applying T? Entropy should be a measure of “chaos.” So we partition X into
finitely many measurable sets {Py,..., Pr}. That means that u(P; N P;) = 0 for i # j and

(X - Ule P;) = 0. The idea is that the “information” you get from 22, which depends

only on the numbers u(P),..., u(Px), i.e. is a function H(u(P,), ..., u(P)).
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From T and a partition &, we get more partitions T-1(#), T~2(#),.... Intuitively each
of these taken individually has the “same amount of information.” But in general, if 22 =
{A;}; and 2, = {B;}; are two different partitions then we can form their join 2, v 2, =
{A; N Bj}; j, and this contains “more information” than either.

Now we consider the growth of the function H on the partitions 22 v T-12 v ...V
T—k(2)as k — oo. Intuitively this tells us about the amount of new information obtained
by T; if T-1(2?)=2 then H will not grow at all.

Definition 10.3. For a partition &# = {Py,..., P, } and a measure u, we define

k
Hy(2)=HWu(P),..., u(Pr)) = Z.U(Pi)l()g(l/.u(Pi))

i=1
== _u(P)log(u(P)).

The expression here is the same as that from information theory.

There is an elementary calculation due to Khinchin (50s, “Mathematical Foundations
of Information Theory”) characterizing H as the unique function satisfying the following
properties:

(1) H(ps,...,px)=0andis0ifand onlyif one p; =1,

(2) His continuousin py,..., pk,

3) H(p1,-..,Pn,0)=H(py,..., pn),

(4) H is maximized when p; =...=pr = %,

(5) If ./ and 2 are two partitions of X, then H(./ V ) = H(.</)+ H( A | ./ ) where

H(#|.o/)= Y p(A)- Hy(A)

Ae.d
and

HA(%):H(H(BIHA) U(By ﬁA))

p) T A
Definition 10.4. We define

Hy(A|.d)=— Z Z u(A;N Bj)log (,u(A,—nB])) >0.

A€o/ Bi€RB; p(A:)

The entropy of a partition & will eventually be defined as essentially the growth rate
of H(P VT '@ V..vTkP)as k — 0.

Basic Properties. Let o, 8,7 be partitions.
(1) Hy(aVpB)=Hy(a)+Hu(B | a).
@) Hy(B o)< Hy(pB).
) HylaVpB|y)=Hu(B|y)+Hula|BVy)
4 Hyla|BVy)<H(a|p).
The key technical ingredient is the convexity of xlogx. Recall that if ¢ is convex on
(a,b)and x; € (a,b), t; €(0,1) such that >_¢; =1, then

IONEOELPIEN)
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More generally, if uy is a probability measure, f € LL(X), and v is convex then Jensen’s
inequality says that

¥ (J f(X)du(X)) < f Y(x)(f(x)) du(x).

We say that v is strictly convex if the < can be replaced by < unless f(x) is (almost every-
where) constant.

Corollary 10.5. If % ={P,,..., P} then H,(?) <logk and equality holds when u(P,) =
= p(B).

Proof. Let ¢(x)=xlogx. If there exists P; such that u(P;)# 1/k, then
k1 k1
—u(P;)) < — P;)).
¢(; CH(P) ; P (u(P)
Since Y u(P;) =1, this says that

logk
k

k
1
< E;_M(Pi)l()gﬂ(ﬂ') = ) u(P)logu(P) <logk.

Tracing through the equality condition gives the result of the conclusion. (Il

Now let’s prove some of the basic properties.
(1) We have
Hy(av B)= —Z,u(A,- N Bj)logu(A; N Bj)

i,j

A;NB;
= —ZM(Ai N Bj)log (,u(‘u(—;)])) —ZH(A:' N Bj)logu(A;)
ij ! ij

= Hyu(B | )+ Hy(a).
(2) We have
H(f @)= —gg“@“f nB;)log (%)
S ()12
S—Z‘P(i " )u(A(;J)B))

4

D)
j=1

=Hu(p).
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10.3. Definition of entropy. By using the basic properties, we immediately obtain:
Corollary 10.6. H,(aV )< H,(a)+ Hu(B).

Lemma 10.7 (Subadditive sequence lemma). If(a,), is a positive subadditive sequence
(ie. amen <am,+ay,)then

. Qn . o Qn
lim — =/¢=inf —.
n—oo g n>1 n

Proof. Left as exercise. O]

Let 2 be a partition of X and define 2" = \/"_) T-i%. When then claim that
{Hu(2 ")}, forms a subadditive sequence. To see this, note that

Hy(2"+tm) < Hy (2 ™)+ Hy (2 ™)

because
m+n—1 n—1 m—1
pmm= \/ 17Fp = (\/ T—’@)) v (T‘”( \V T‘k?}’))
k=0 k=0 k=0

and Corollary[10.6/implies that
Hy,(P""*) < Hy(2"™)+ H (T2 ™)
< Hy,(2™)+ H,(2™).
Therefore, Lemmal[10.7implies that
Hy(o2(™)
lim —u( )

n—00 n

We define the limiting value to be hy(T, 2).

exists.

Definition 10.8. For a triple (X, u, T) we define the entropy to be
hy(T):= sup {hu(T,2)}.

finite partitions 2

Remark 10.9. This may seem impossible to compute because one has to check all finite
partitions, but it turns out that if 2 generates the o-algebra then h,(T,2?) = h,(T). Thus
in nice situations it suffices to compute the entropy of a single partition.

Example 10.10. Let T:S' — S! be the squaring map and u the Lebesgue measure. Set
2 =1{[0,1/2),[1/2,1)}. Then
PW=pVvT PVv.. VTP,

and one can check that this is {[Zn’ﬁ, %]} fori=0,1,...,2"*1 —1.So

1
Hy (W)= -2+ x v log(1 /2" =(n+1)log2

so h(T,#)=log2.

In fact, it is true that h,(T) = log2. It is not clear how to check this now, since the
definition is in terms of all partitions, but we shall later see a criterion for checking that
a given partition suffices to compute the entropy.
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Theorem 10.11 (Kolmogorov-Sinai). The entropy is invariant under measurable isomor-
phisms, i.e. if t: X, — X, is a measurable isomorphism such that the diagram

Xi — X5
X — X5
commutes, then you can easily check that hy, (T1) = hy,(12).
Proof. 1f{A,,...,A,} is a partition of X; then {n(A;),...,7(A,)} is a partition of X, then
hy, (Th, a1) = hy, (T2, m(a)).
0

10.4. Properties of Entropy. Last time we defined the entropy of a finite measure space.
Today we will prove some basic properties about it.

Definition 10.12. We say that & generates the o -algebra of measurable sets on X if \/;’i0 T-ip
generates it in the usual sense, i.e. given A measurable in X, for all € > 0 there exists
Be\/%2,T7'% such that u(AAB) <e.

The goal is to prove the following theorem of Sinai.
Theorem 10.13. IfZ? generates the o -algebra of measurable sets, then h,(T)= h,(T,2).

Example 10.14. This theorem gives an effective method to compute entropy.
(1) For irrational rotation R,: S! — S!, we can check that any interval plus its com-
plement generates the o -algebra of Lebesgue-measurable sets. Here the number
of intervals grows linearly (about 2n), of length 1/2n. Then

logn
Hu(Ry, 2) lim 81 _

—00 n

0.

(2) Forthe T; map S! — S, any interval plus its complement generates the o -algebra
of Lebesgue-measurable sets. Here the number of intervals grows exponentially,
and each has length about 1/d". Then

logd
HH(RQ,Q)NAEEO%:Iogd.

Let .«/, 6 be two partitions. We should have
If .o/ ={A;} and ¢ = {C;}, recall that we defined

_ . ' .LL(A,‘ﬁCj)
Hy(A| %)—;H(A, nC;)log (—H(Cj) ) :

Remark 10.15. Some basic remarks:
(1) Hy(.e/ | 6)=0 < .o/ <6, i.e. every A; € .¢/ is a union of elements of €.
(2) Hy(.«/ | 6)=Hyu(A) < .¢/ and € are independent, i.e. u(A; N C;)= u(A;)u(C;)

foranyi,j.
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Proposition 10.16. The identity
Hy(d/ | 6)+Hy(6|.o)=du(.,)
defines a metric on the space of finite partitions (up to sets of measure0).

Proof. Definiteness follows from (1) above. We have to check the triangle inequality,
which follows if we can establish:

Hy(.o/ | 2)< Hy(.o | 6€)+ Hu(€ | 2).
Well,
Hy(.o | 2)<Hy(o/ V6 |9)
=Hy(6|2)+Hy(d|6VPD)
<Hy(6|2)+Hu(d |6)

Note that there is a partial order on partitions by a < g if B is finer than a.

Lemma 10.17. Leta, 3,7 be partitions.

(D Ifa= B, then Hy(a|y)< Hu(B | 7).
@) Ifa< B then Hy(y |a) = Hy(y | B).
(3) If T preserves u, then Hy(a | B)=Hu(T 'a| T71B).

Proof. (1) Note that a special case of (1) is H,(a) < H,(f) if a < 8, so let’s try to see this
first. Well, ifa < B then a v B =3, s0 Hy(aV )= Hy(a)+ Hy(fB | a) > Hy(a).
The general argument just works by putting in y everywhere.
Hy(B 1r)=HylaVvBr)
= Hy(a| 1)+ Hy(B |7V a)
> Hy(alr).
() If a ={A;}, B =1{Bj}, and y = {Cy}, then we have

ZZ M(CjﬂBk))
= — . 1 - J =

3 M(C;ﬂBk) (,U(CjﬁBk))
= Z B B0 H(Br)

u( ]ﬂBk)l (.U(Cjan))
(0]
w(Bk) u(Bg)

=—ZH(AiﬂBk)
ik
Now we claim that
u(A;nCj) (M(Aiﬂcj)) p(A; N By) p(CjnBg) (M(CjﬂBk))
1 . | .
uan) e\ uan Z ua)  pBo e\ uBY

Granting the claim, we find that

AiNC;
Hy(r | B) < —Zu(Amcj)log(“(—”,”) =Hy(y | ).
i,j H(Al)
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Therefore we are reduced to proving the claimed identity. If « < 3, then

Z uAinBr) p(CinB) _uAinG))
—  uA) w(Br) (A7)

Applying ¢(x) = —xlogx and convexity completes the proof.
(3) is obvious.

Corollary 10.18. We have:
(1) %HM(\/?:—OI T-i.d) is a decreasing sequence (with limit h,(T, .</)).
@) hy(T,.of)=1imy,—oo Hu(. | \/;1:—11 T=i o).

Proof. (1) We want to show that

n n—1
nH(\/ T a)<(n+ 1)H(\/ T o).
i=0 i=0

Expanding both sides out, we find that this is equivalent to

n n—1 J
nHy (o |\ T )<Y H( |\ T )

i=1 j=0 i=1

which is immediate from the fact that conditioning on a larger partition decreases the

entropy (Lemma(I0.17).

(2) We have
n—1 ‘ n—1 Jj '
Hy(\/ T.o/)=H(/)+ > _Hy(o/ | \/ T™.a0).
i=0 j:1 i=1

We will use (1) plus the observation that if lim b; exists then

SRR .
Jim, oy 2 by = fim b
]:

Applying this observation to the sequence

i
bj=Hu(o |\/ T".)

i=1

we deduce that

1 n—1 ) n )
hu(T,ﬂ)=gg§o5H(v T™.o/)= lim Hy(.o | \/ T7".a).
i=0 i=1
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10.5. Sinai’s generator theorem. We fix a measure-preserving system (X, u, 3, T).

Definition 10.19. We say that a finite partition & is a one-sided generator if \/?O:0 T-i&
generates 3 (the o-algebra of measurable subsets), i.e. if for all B € 93 and 6 > 0 there
exists k and A € \/f:0 T-1& such that u(AAB)=0.

Definition 10.20. If T is invertible and T~ is also measure-preserving then we say that &
is a two-sided generator if \/?i_oo T—i& generates 4.

The goal of this section is to prove the following theorem giving an “effective” way to
calculate the entropy of a measure-preserving transformation.

Theorem 10.21 (Sinai). If T is invertible and & is a one-sided generator, then h,(T) =
hu(T, &).

An analogous result holds if & is a two-sided generator. Since the proof is similar,
we just prove the result above. The idea is basically that \/?:0 T~!a eventually becomes
(almost) finer than any finite partition.

Note that we can replace any partition but a finite expansion of it:

n
hu(T,@)=hy(T,\/ T a). )
i=0
Lemma 10.22. [fa, 8 are finite partitions, then
hu(T,B) < hy(T,a)+ Hyu(B | ).
Proof. We have

1 n-1 ) 1 n—1 ) )
~Hy(\/ T7B)— <H,(\/ (T BV T )
i=0 i=0

1 n—1 1 n—1 n—1
- ;HM(\/ T“a)—i—;HM(\/ 7B\ T )
i=0 i=0 i=0

1 n-1 ) 1 n—1 ) )
<—H T — H,(T7/B|T™
< —H(\/ T+~ > H(17p | T7a)
i=0 Jj=0
and taking the limit as n — oo completes the proof. O
By the observation[2|that
n
hu(T,@)=hy(T,\/ T a).
i=0

it suffices to establish the following lemma, which is the main technical ingredient of the
proof.

Lemma 10.23. If& is a one-sided generator, then
n
; —iry
lim H,(n|\/ T7'2)=0

i=0
50



Ergodic Theory Math 248, 2014

Proof. By taking n to be sufficiently large, we may ensure that every part of n is ap-
proximated arbitrarily well by some parts of \/;Z:0 T—i&. Intuitively, that means that
Hu(n| \/:Z:0 T—i&)is very small since T~/£ is nearly finer than 7).

Exercise 10.24. Prove the result rigorously by analyzing the definition of the conditional
information.

0
10.6. Examples.

Example 10.25. We consider two-sided Bernoulli shifts with k symbols and parameters
(p1,---, px)- Then we claim that

k
Hy(o)==> pilogp;.

i=1
Indeed, consider the partition &? obtained separating elements by the value of x;:
2 = Jixo=si}.
Then it is easy to see that this £ is a two-sided generator, and computation shows that
hy(T, &)= —Zpi logp;.
In fact, we have the following classification theorem.
Theorem 10.26 (Ornstein). Entropy is a complete invariant for full shifts.

There are non-obvious numerical identifications, e.g. (1/2,1/2) % (1/3,1/3,1/3) but
(1/4,1/4,1/4,1/4)~(1/2,1/8,1/8,1/8,1/8).

Remark 10.27. However, for one-sided shifts entropy is not a complete invariant. Intu-
itively, isomorphic one-sided shifts should have the same numbers of symbols, because
if there are k symbols then the map is k : 1.

Remark 10.28. What made the calculation of entropy for the full shift feasible was that
for the full shift, {T-1&,..., T~£} form an independent partition, i.e.

w7 A, n..nr7*a) =] JuAim).
m

In this special setting, you don’'t have to calculate anything because the entropy of the
join is automatically the sum of the entropies:

Hy(\/ T778) =Y  H,(T7'E)= nHy(&).

Therefore,
. Hy(Ev..vT-(r1g)
lim

n—0o0 n

= Hu(g)

In fact, any invertible map with an “independent generator” is isomorphic to a two-
sided Bernoulli shift.
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11. MEASURES OF MAXIMAL ENTROPY

11.1. Examples. Let X be a compact topological space (perhaps metrizable) and T a
continuous map X — X. Let u be a measure on X invariant under 7. What can we say
about the entropy of u under 7?

For instance, the two-sided Bernoulli shifts with k symbols have maximum entropy
logk, when p; =...=px =1/k. So sometimes there is a unique measure with maximum
entropy for T on X. A key example to keep in mind is when T is a homeomorphism that
is “expanding,” i.e. there exists 6 > 0 such that

d(T'x, T'y)< Vi = x=}y.

Example 11.1. The map T),: S' — S! sending z — z”. The Lebesgue measure has en-
tropy log p. We claim that any other measure has entropy strictly less than logp (so the
Lebesgue measure is the unique measure of maximal entropy).

Indeed, let £ be the partition {[0,1/p),[1/p,2/p),...,[p—1/p,1)}. Note that \/;.1:_01 T-i&
is precisely the partition consisting of (the p”) intervals of the form [pf—.,,, j;nl ), so its en-
tropy is log(p”) = nlogp. Itis clear that & is a generator for the Lebesgue measure, so

Hy(Viy T778) _
o L)

hy(T)= lim

n—o0

logp.

In fact, & generates any T-invariant, Radon measure. That’s because any measurable set
must be approximable by intervals. Therefore, h,(T) < H,(&) <logp for any such u, and
by definition

H,(EvT1Ev...vT- (=D 1

h(1,2) = inf PHEVTTE =) nlogp,
n=1 n n

The quality case H, (£ V...v T-("~D&) =log(p") implies u([j/p",(j +1)/p™])=1/p" and

this implies that u is the Lebesgue measure.

Example 11.2. Let’s consider the hyperbolic toral automorphisms, given by A € SLy(Z)
with eigenvalues having absolute value different from 1. One can check that T is a home-
omorphism of the torus that is expansive, so that is morally why it works in this case. (Re-
mark: if you have such a homeomorphism, then it’s easy to find a generating partition.
Indeed, take a partition with diameter less than 6, and it will be a generator).

Theorem 11.3. If m is the Lebesgue measure, then T has entropy h,,(T)=logp wherep is
the eigenvalue of A greater than 1.

In fact, we will show that for any u one has h,(T) <log p, with equality holding for the
Lebesgue measure, so again the Lebesgue measure has maximal entropy.

Proof. The goal is to find a particularly nice partition &, from which we can calculate
the entropy. In this case we can choose a partition consisting of rectangles with edges
parallel to the eigenvectors v+ and v~ with eigenvalues p and 1/p.
Then T—'£ consists of rectangles with edges parallel to v* and v—, but contracted by
p along the v+ direction and expanded by p along the v~ direction. T has the opposite
effect of contracting along v~ and expanding along v*. Thus \/:l:_n T~i& consists of a
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mesh of rectangles with length and width =< p~". In particular, we see that & is a two-
sided generator. Therefore,

Hu(\/{_, T71¢)

. .
Now, the lengths of the rectangles in T~%& are in [¢1p ", c,p "] for some constants ¢y, ¢,
independent of 7, so

hin(T)= hm(T, &)= lim

n
—2logca+nlogp < Hp( \/ T-1&)< -2logc, +nlogp.
i=—n
Dividing by n and taking the limit, we see that necessarily h,,(T)=p.
Again, for equality to hold we need that all these rectangles have essentially the same
measure, which recovers the Lebesgue measure. U
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12. SOLUTIONS TO SELECTED EXERCISES

Exercisel3.4 It suffices to show that for any ¢ > 0 and M > 0, we can find m > M such
that u(T-™E N E) > u(E)? — €. Replacing T with T*, which still preserves y, it suffices to
show that there exists any m > 0 such that u(T-"ENE) > u(E)? —e.

Since T is measure-preserving,

f Zm »g = Nu(E).

Squaring and using Cauchy-Schwarz, we find that

2
f (rrs) anz U Zm—nE) > (NU(E)P.
X X

Expanding out the left hand side gives

f(ZXT"E)de:f Z Ar-ag)1-vE Al
X

X 1<a<b<N
=N+ Y. wI “EnTE)

1<a<b<N
=N+ Y. uT'EnE).

1<a<b<N

Therefore,

N2u(E¥—N N 1
sup w(T’"*ENE)> ME) = (E)Z——
1<a<b<N N(N-1) N- N-1

Letting N — oo gives the desired result.
O

Solution to Exercisel5.11l Let A, = T~"(A). We regard u}ya = ya, € L*(X,u). By as-
sumption,

f Xa, du=plA)=1a
X

for each n, and
3 —n —m 2
lim (¥, 2,) = lim u(T""ANT"A)=a
Therefore, if we set f,, = ya, — a then we have
%g{)lo(fn;fm) = %E{}o(){Any}(AnJ —a®=0.

We claim that this implies that lim, . (fy, g) =0 for all g € L?(X, u). Indeed, this is true
on the closure of the subspace generated by the f}, and also on its orthogonal comple-
ment by definition. Then taking g = y 5, we find that

0= lim (fy, g) = J XA, —ou(B)=u(T™" AN B)— u(A)u(B).
B
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Solution to Exercisel3.13 Let f = y 5. Define
N-1

()= > uh()

n=0

and also
M+N-1

A= 3wt
We know that Ayx(f) — Pr(f). Actually, observe that
AN (f) = Pr(P)ll = luf (AN(f) = Pr(f)
= |luf (An(f)) = uy' Pr(f)
=lAn(f) = Pr(Il.

It now suffices to show that
f Pr(f)> u(B)*.
B

Indeed, suppose this to be the case. Then for N large enough, we have

f Aun(f)=u(B)* —e
B

since convergence in L? implies converge in L' on a probability space (here is where we

use the finite measure assumption!). But

u(BATM(B))+ ...+ u(BNT-M-N+1(B))

AunN(f)=
J;; M,N N

is the average measure of T-%(B)N B for k € [M, M + N — 1]. Therefore, u(T-*(B)n B) >

u(B)? — € for at least one such k.
Now let’s establish the claim. As before, we use the identity

N
J > up(f)=Nu(B).
n=1

Therefore,

N 2
U >, u;(f)) = N*u(BY.
n=1

Expanding out the left hand side we find

N-1
Nu(B)+2 Y (N — k)u(T~(B)n B)= N*u(B)".
k=1
On the other hand,
N N-1
Zf An(f)= D (N~ k(T (B)N B).
n=0v B k=0
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Therefore,

N
S f Anf)= NZu(B)Z; Nu(B)
= B

Now we know that A,(f) — Pr(f), so f BA”( f) converges to a limit whose value must
then be, by the above equation, u(B)?. O

Solution to Exercisel5.2. (1) We have to show that

o1
lim —
n—oo n

> W(T~'ANB) - u(A)u(B)
i=1

given that it holds for all sets in &. For any € > 0, we can choose A’, B’ such that
U(A’AA) < e and u(B’AB) < €. Then

(TTPANB)A(T'A’'nB)c(T'AAT'A")U(BAB')

SO
|u(T~"ANB)— (T A'n B)| < 2€.
Therefore,

1 ‘ 1 .
;ZM(T”AO B)— EZ‘U(T”A’H B’)‘ <2e.
i=1 i=1

So both the left and right hand sides of the purported identity behave well under approx-
imation with elements of &.

(2) By the same argument as above, the summand u(T-A N B) — u(A)u(B) behaves
well under approximation by elements of &2, and we know that for elements of & the

limit tends to 0.

(3) Follows from the same argument. g
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