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1. OVERVIEW

Let K be a number field. Then we have an associated Dedekind ζ func-
tion

ζK (s ) =
∑

I⊂OK

(Nm I )−s

generalizing the Riemann zeta function (which is the special case K =Q),
and possessing the following basic properties:

• The series defining ζK (s ) is convergent for Rep s > 1. (This is easy;
it follows from the observation that there are very few ideals of a
given norm.)
• ζK (s ) has an Euler product factorization:

ζK (s ) =
∏

p prime

�

1

1− (Nmp)−s

�

.

• ζK (s ) has a meromorphic continuation to s ∈ C, with the only
pole being a simple pole at s = 1.
• We have a class number formula

Ress=1ζK (s ) =
hR

w
p

disc K
2r1(2π)r2 (1)

Here R is the regulator, which can be thought of as the “volume”
of O ∗K , h is the class number, w is the number of roots of unity,
and r1 and r2 are the number of real and complex places of K .
• It satisfies a functional equation. An elegant way to phrase this is

that

(disc K )s/2ΓR(s )r1ΓC(s )r2ζK (s ) is symmetric under s ↔ 1− s .

Here ΓR(s ) =π−s/2Γ(s/2) and ΓC(s ) = 2(2π)−sΓ(s ).

We will begin by discussing the proofs of these properties, following
the classical method of Hecke.

If K is Galois overQ, then

ζK (s ) =
∏

ρ irred. rep’n.
of Gal(K /Q)

L(s ,ρ)

where L(s ,ρ) is the Artin L-function attach toρ. Each L(s ,ρ) has (at least
conjecturally) analogous properties to those mentioned above.

Example 1.0.1. If K =Q(i ), then

ζK (s ) =
∑

n+m i

1

(m 2+n 2)s
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and the corresponding factorization into Artin L-functions is

ζK (s ) = ζ(s )
︸︷︷︸

ρ=triv

(1−s −3−s +5−s − . . .)
︸ ︷︷ ︸

ρ=sign

.

The main point of the course is to discuss the following question: since
ζK factors, there should be a corresponding factorization of the class num-
ber formula (1): so the right hand side should be expressible as

hR

w
= “
∏

ρ

h(ρ)R(ρ)
w (ρ)

”.

Even to formulate precisely what this factorization should be is a little
tricky.

Example 1.0.2. Even for the case K = Q(i ) (when the Galois group has
size 2, and there are two representations), what goes on is subtle because
of issues at 2. The problem is analogous to the following general issue:
if A is a finite abelian group with an action of Z/2, then one can define
“eigenspaces” A+, A−. The map A+×A− → A fails to be an isomorphism
in the presence of 2-torsion, which appears in both “eigenspaces.”

This idea motivates many things in number theory, like Stark’s conjec-
ture and the Main Conjecture of Iwasawa theory.
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2. L-FUNCTIONS: ANALYTIC PROPERTIES

We’ll now prove some of the basic properties of ζK , following Hecke.

2.1. Analytic continuation. We first digress briefly about what it means
to have analytic continuation (we use this blanket term even when re-
ferring to what might technically be called meromorphic continuation).
When one says that the standard ζ function

ζ(s ) =
∑

n

1

n s

has “analytic continuation,” it usually comes with connotations of com-
plex analysis. For us, complex analysis is not important; what’s important
is that there is a way to “make sense” of the expression for any s .

Example 2.1.1. How might we make sense of
∑

1p
n

? Observe that at least

for Rep s > 1,
∑

1
n s can be approximated by an integral. Therefore, we

consider
∞
∑

n=1

1

n s
= lim

N→∞

N
∑

n=1

1

n s
−
∫ N

0

d x

x s
.

You can prove that this has a limit for Rep s > 0. The integral is N 1−s

1−s
, so

lim
N→∞

N
∑

n=1

�

1

n s
−

N 1−s

1− s

�

exists for Rep s > 0. It equals ζ(s ) for Rep s > 1, and we can “make sense”
of ζ(s ) by simply setting it to be the above expression for all Rep s > 0. You
can play similar games to extend it further “by hand.”

Example 2.1.2. Let K =Q(i ). Then
∑

m+ni

1

(m 2+n 2)s
=

1

4

∑

(m ,n )6=(0,0)

1

(m 2+n 2)s
.

We can interpret this as the sum of a particular binary quadratic form
over the lattice Z2 ⊂C. We can generalize this by asking about the sum of
any (say definite) quadratic form Q over a lattice Λ⊂C.

¨

positive definite
binary quadratic forms

a x 2+bx y+c y 2

disc=1

«

/SL2(Z) // H/SL2(Z)oo

��
n

lattices Λ⊂C
of covolume 1
up to rotation

o

OO
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♠♠♠ TONY: [discriminant should be −1 to be positive-definite, eh?] The
horizontal map sends Q to the root of Q(z , 1) lying inH. The vertical map
sends z 7→ 〈1, z 〉/ Im (z )1/2, with the associated quadratic form Λ (choos-
ing a positively oriented basis).

We actually show that there is a kind of functional equation for a gen-
eral sum of the form

∑

z∈Λ−{0}

||z ||−2s , ||z ||=Q(z ).

This is (for fixed s ) a real-analytic Eisenstein series on SL2(Z)\H. More
precisely, we’ll show that if Λ⊂Rn is a lattice of covolume 1,

ΓR(s )
∑

v∈Λ

||v ||−s

has an analytic continuation with simple poles at s = 0 and s = n , and
is symmetric under s 7→ n − s . Then we’ll recover the results for ζQ(i ) by
taking Λ= Z[i ]⊂C. However, it’s not so obvious what to do for real qua-
dratic fields like ζQ(p2).

Example 2.1.3. Just to convince you that this is not a mysterious object,
let’s write it in a more concrete way.

ζQ(
p

2)(s ) =
∑

a+b
p

2∈Z[
p

2]/units

1

(a 2−2b 2)s
.

The unit groupZ[
p

2]∗ is generated by−1,
p

2−1. Let α=
p

2−1; then α is
positive under one embedding and negative under the other. Therefore,
any β = a +b

p
2 can be made totally positive by multiplying by a unit. If

β = a +b
p

2 is totally positive, then by multiplying by something in (α2)Z

we can assume that

1<
β

β
≤α4.

You can check that in terms of a and b , this is equivalent to b > 0, 3b ≤ 2a .
This gives a fundamental domain in R2 for Z[

p
2]/Z[

p
2]∗. So the zeta

function is the sum over (a ,b ) in some cone in Z2 ⊂ R2 of 1
(a 2−2b 2)s . This

is again a sum of a quadratic form over lattice points in a cone in R2,
but the quadratic form is indefinite. However, the cone is away from the
indefinite locus, so it doesn’t “see” the indefiniteness.

This idea is due to Shintani, and we’ll discuss it again later. The cones
are not simplicial, i.e. the integer points on the interior are not an inte-
ger linear combination of those on the boundary. Shintani works with
simplicial subdivisions to resolve this, but it isn’t important for us.
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For any arbitrary imaginary quadratic field K , ζK (s ) is a sum of sums of
the form

∑

z∈Λ−{0} |z |−2s as Λ ranges over the ideal classes of K . Hecke re-
alized that there is a way to extend this to real quadratic fields as well. For
imaginary K , we get a finite subset of SL2(Z)\H associated to K (namely,
the points corresponding to the lattices of the ideal classes). For real K ,
we get instead a finite collection of closed geodesics on SL2(Z)\H. For real
quadratic K , one gets that ζK (s ) is the sum of the integrals of essentially
the same expression

∑

z∈Λ |z |−2s over these associated geodesics.
There is a uniform way to say this. For any K , one gets a set LK of

lattices in (K ⊗R) stable by OK (which has the structure of a torsor for a
compact abelian group). Then ζK is obtained by integrating over this set.
The result is

ζK (s ) = (. . .)

∫

lattices in K ⊗R
stable by OK
of volume 1





∑

v∈Λ−{0}

||v ||−s



 .

This has been an overview of the strategy. Now we’ll carry it out it.

2.2. Epstein ζ functions.

Definition 2.2.1. If Λ⊂Rn is a lattice of covolume 1, define

EΛ(s ) =
∑

v∈V

||v ||−s .

Definition 2.2.2. Let LK be the set of lattices in K ⊗R stable by OK , and
L (1)K ⊂L K the subset of lattices of covolume 1.

We want to show that EΛ(s ) analytically continues to s ∈C, with a sim-
ple pole at s = n , and ΓR(s )EΛ(s ) is symmetric under s ↔ n−s . Then we’ll
deduce similar properties for ζK (e.g. K a real quadratic number field) by
writing

ζK (s ) = c (s )

∫

L 1
K

EΛ(s )

for an appropriate measure onL 1
K .

Example 2.2.3. This generalizes

ζQ(i ) =
∑ 1

(m 2+n 2)s
= EΛ(s ) for Λ=Z2 ⊂C=R2.

If you “unwind” our process then you will arrive at Tate’s thesis, but this
formalism is that of Hecke.

The first thing has nothing to do with number fields; it is purely a ques-
tion of analysis. The trick is that instead of summing ||v ||−s over Λ, we
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sum a nicer function Φ and then make it homogeneous. The key ob-
servation is that if Φ is any function on Rn depending only on ||v ||, and
Φt (x ) = Φ(t x ), then

∫

Φt (x )t s d t
t

will necessarily be proportional to ||x ||−s

because it is radial and homogeneous of the right degree. (The point is
that ||v ||−s has bad behavior at either 0 or∞, depending on s , so we want
to “smooth it out.”)

More specifically, we’ll take Φ to be a Schwartz function. Let

EΦ(Λ) =
∑

v∈Λ

Φ(v ).

We’ll first show that
∫

EΦt t s d t
t

has analytic continuation. The key is to use
Poisson summation.

Proposition 2.2.4 (Poisson summation). Let V be an n-dimensional real
vector space, V ∗ the dual space, and Φ a Schwarz function on V . Define
the Fourier transform

bΦ(k ) =

∫

Φ(x )e 2πi 〈k ,x 〉d x

where d x is normalized so vol(V /Λ) = 1. Then
∑

v∈Λ

Φ(v ) =
∑

w∈Λ∗

bΦ(w )

where Λ∗ = {η∈V ∗ : 〈y ,Λ〉 ⊂Z} is the dual lattice.

Proof sketch. The proof is to expand the function x 7→
∑

v∈ΛΦ(x + v ) in
Fourier series on V /Λ and then evaluate at 0. �

Applying this to Φt , we find that

cΦt = t −n
bΦ1/t .

So by Poisson summation,

EΦt (Λ) = t −n E
bΦ1/t
(Λ∗).

What is this anyway? For Rep s � 0, we may define

GΦ,Λ(s ) :=
∑

v∈Λ−{0}

∫ ∞

0

Φt (v )t s d t

t
︸ ︷︷ ︸

∝||v ||−s if Φ radial

=

∫ ∞

0

t s d t

t

∑

v∈Λ−{0}

Φt (v )

︸ ︷︷ ︸

EΦt −Φ(0)

.

(We claimed that G (s ) = EΛ(s ), by the uniqueness of radially symmetric,
homogeneous smooth functions.) Note that EΦt −Φ(0) =

∑

v∈Λ−{0}Φ(t v )
decays rapidly if t is large (as Φ is Schwartz, and making t larger squishes
the mass to the origin), so there’s no problem with

∑

v∈Λ−{0}Φt converg-
ing when t is large. The only problem with the integral occurs when t

8
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is small. In that range, we use Poisson summation to write it in another
way.

We split up

GΦ,Λ(s ) =

∫ ∞

1

t s d t

t
(EΦt −Φ(0))+

∫ 1

0

t s d t

t
(EΦt −Φ(0))

and then apply Poisson summation to the second term:
∫ 1

0

t s d t

t
EΦt =

∫ 1

0

t s d t

t
t −n E

bΦ1/t
.

Therefore, the second term may be rewritten as
∫ 1

0

t s d t

t
(EΦt −Φ(0)) =

∫ 1

0

t s d t

t
t −n E

bΦ1/t
−
Φ(0)

s

=

∫ 1

0

t s−n d t

t
(E

bΦ1/t
− bΦ(0))+

bΦ(0)
s −n

−
Φ(0)

s

(t 7→ 1/t ) =

∫ ∞

1

t n−s d t

t
(E

bΦt
− bΦ(0))+

bΦ(0)
s −n

−
Φ(0)

s
.

Now both of the integrals converge for all s , because they decay rapidly
and the limits are bounded away from 0. We have proved:

Theorem 2.2.5. Let Φ be any Schwartz function onR. Then GΦ,Λ(s ) has an
analytic continuation to s ∈ C, with simple poles at s = 0 (residue −Φ(0))
and n (residue bΦ(0)). Moreover, we have the functional equation

GΦ,Λ(s ) =G
bΦ,Λ∗(n − s ).

Now take Φ(x ) = e−π〈x ,x 〉 (so now we are finally making use of our qua-
dratic form), where the volume associated to 〈x ,x 〉 gives Λ value 1. Iden-
tify V ∼=V ∗ by this quadratic form. With these normalization, bΦ=Φ. Then

GΦ,Λ(s ) =
∑

v∈Λ−{0}

∫

(e−πt 2〈v,v 〉)t s d t

t

=
1

2
π−s/2Γ(s/2)

∑

v∈Λ−{0}

||v ||−s .

This has analytic continuation, and is symmetric under s 7→ n − s and
Λ 7→Λ∗. Don’t ignore the Λ∗; it is important!

Remark 2.2.6. There is a way to prove this by “pure thought.” The Eisen-
stein series EΛ(s ) =

∑

v∈Λ−{0} ||v ||−s is characterized some property, in terms
of the spectral theory of the Laplace operator. One can check that the

9
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other side of the functional equation also has this property, hence the
identity.

2.3. The Dedekind zeta function. Let K be an imaginary quadratic field.
Let I be an ideal of OK , and

ζ[I ](s ) =
∑

a⊂OK
a∼I

(Nma)−s .

(Here the equivalence relation is in the ideal class group.) Then

ζK (s ) =
∑

[I ]∈Cl(K )

ζI (s ).

Every such a is of the form λ · I where λ∈ I −1. Therefore,

ζ[I ](s ) =
(Nm I )−s

w

∑

λ∈I−1−{0}

(Nmλ)−s

where w is the number of units. We already know that this has ana-
lytic continuation, functional equation, etc. as it is a sum of the form
described in Theorem 2.2.5 with I interpreted as a lattice in C with the
obvious norm. Therefore, ζK does too.

More precisely, apply Theorem 2.2.5 with

• V = K ⊗R(∼=C).
• V and V ∗ identified by the trace form (z 1, z 2) 7→ Tr(z 1z 2).
• The measure on V is given by |d z ∧d z |= 2 ·Lebesgue.
• Φ(z ) = e−2π|z |2 .

With these normalizations,

∑

v∈Λ−{0}

�∫

Φt (v )t 2s d t

t

�

=
1

4
ΓC(s )

∑

v∈Λ

||v ||−s .

(Recall that ΓC(s ) = 2(2π)−sΓ(s ).) Note that here ||v ||−s is the complex
modulus, which explains the discrepancy of a factor of 2. For Λ = ΛI ,
i.e. the ideal I considered as a lattice in V , what is the dual? By definition,
that is ΛD−1I−1 where D is the different of OK . (By definition, the inverse
different is the dual to the ring of integers under the trace pairing.) If
K =Q(

p
−d ) thenD = (

p
−d ).

The covolume of OK is
p

D where D is the discriminant. For instance,
the discriminant of Q(i ) is 4, and that’s why we take twice the Lebesgue
measure ♠♠♠ TONY: [???]. Then the volume of I −1 is

p
D/Nm I , and

vol(I )vol(D−1I −1) = 1. Therefore, the theorem implies that D s/2ΓC(s )ζ[I ](s )
is symmetric under s 7→ 1−s , I 7→ D−1I −1. Summing over I , we obtain that
D s/2ΓC(s )ζK (s ) is symmetric under s 7→ 1− s .

10
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Remark 2.3.1. Hecke proved that D is a square in the ideal class group.
We’ll prove this by exploiting the presence of the D−1 here. The corre-
sponding statement in the function field is that the square root of the
canonial bundle over a finite field exists and is rational over that field.

Recall that we defined LK to be the set of lattices in V = K ⊗R stable
by OK , andL (1)K to be the subset with covolume 1.

Proposition 2.3.2. If [K :Q] = n, and V = K ⊗R, then

ζK (s ) = c (s )
︸︷︷︸

explicit

∫

L (1)K

EΛ(s )dΛ.

We first have to explain what this formula even means! For the right
hand side to make sense, we must define a measure on L (1)K . We claim
that every element of LK is of the form ΛI y (the lattice in V attached to
an ideal I ), where y ∈ (K ⊗R)∗.

Why? First think about the quadratic imaginary case: it says that any
lattice stable by OK is an ideal times some complex number, which is a
familiar fact. The general argument is easy. There is at least one element
lying in (K ⊗R)∗, because that is the complement of a hypersurface. Then
you can multiply by its inverse to move it to 1. Then the claim reduces to
the assertion that any lattice containing 1 and stable by OK is a fractional
ideal. But now this is clear, as it already contains all of OK , which has full
rank in K ⊗R.

Therefore, we may write

LK =
∐

[I ]∈Cl(K )

ΛI · (K ⊗R)∗/O ∗K .

Once we’ve fixed a Haar measure on K ⊗R, L (1)K will be the volume one
elements ofLK , i.e.

L (1)K =
∐

[I ]∈Cl(K )

(ΛI scaled to volume 1) · (K ⊗R)(1)/O ∗K

where (K ⊗R)(1) = {x ∈ K ⊗R: ||x ||= 1}.
By the unit theorem, there are enough units to make (K⊗R)(1)/O ∗K com-

pact, so L (1)K is also. As each (K ⊗R)(1)/O ∗K is a torus, it looks like a finite
union of tori. We then get a measure onLK by fixing a Haar measure on
(K ⊗R)∗, and similarly we get a measure onL (1)K by fixing a Haar measure
on (K ⊗R)(1), because LK is a disjoint union of quotients of (K ⊗R)∗ by
discrete subgroups, etc.

Remark 2.3.3. Also, when you take residues, you get factors of the volume
ofLK , which is essentially the regulator. That explains why the regulator
enters into the analytic class number formula.

11
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Proof Sketch of Proposition 2.3.2. We first try to sketch why this should be
true. Consider averaging ||v ||−s over (K ⊗R)(1), i.e.

∫

y∈(K⊗R)(1)
||y v ||−s d y .

We can figure out what this is by pure thought. Since this is averaged over
norm 1 elements, it can only depend on the norm. Also, since it has the
right homogeneity properties, it must be a (s )|Nm v |−s/n . Unfortunately,
it’s a bit messy to work out a (s ). For example, for a real quadratic field we
have K ⊗R ∼= R2, and the orbits of (K ⊗R)∗ under O ∗K are hyperbolas, so
you have to integrate 1

(x 2+y 2)s over hyperbolas.
�

Remark 2.3.4. In this sketch derivation, we used the fact that (K ⊗R)(1)
acts on K ⊗R with a single invariant, namely the norm. This fits into the
following more general framework.

A pre-homogeneous vector space is the data of a reductive group G /Q,
together with a representation of G on V such that the ring of invariants
of G on V is Q[ f ] for a single element f . Morally, this means that there
is only a one-parameter family of orbits. Shintani proved meromorphic
continuation for

∑

v∈VZ/GZ
| f (v )|−s in such a situation. The proof in this

special case replaces V by K ⊗R and G by (K ⊗R)(1). The general object
is similar analytically, but it lacks some interesting arithmetic properties
like an Euler product.

There are many sporadic examples of interesting pre-homogeneous
vector spaces. SLn acts on Sym2Qn , with a single invariant - the deter-
minant (discriminant). Also, SLn acts on

∧2Q with one invariant, the

Pfaffian. SLn acts on
∧3Qn , and this is prehomogeneous when n ≤ 8 (see

that this is reasonable by dimension count), SL4×SL5 acts onQ4⊗
∧2Q5,

etc.

Theorem 2.3.5. Let K be a number field. Then ζK admits analytic contin-
uation and a functional equation.

Proof. One could give a direct proof, but it’s easier to go back to Schwartz
functions. Recall that for Φ∈S (Rn ) a radial Schwartz function,

EΛ(s )∝
∫ ∞

0

EΦt (Λ)t
s d t

t

where Φt (x ) = Φ(t x ), EΦ =
∑

v∈Λ−{0}Φ(v ). Thus EΦt (Λ) = EΦ(tΛ), so we
12
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have
∫

L (1)K

EΛ(s )dΛ∝
∫

L (1)K ×R>0

(EΦ(tΛ)t s −Φ(0))
d t

t
d ∗y

=
∑

[I ]∈Cl(K )

∫

(K ⊗R)(1)/O ∗K
︸ ︷︷ ︸

y

× R>0
︸︷︷︸

t

(EΦ(t yΛI )−Φ(0))d ∗y d t

=
∑

[I ]∈Cl(K )

∫

(K⊗R)∗/O ∗K

(EΦ(yΛI )−Φ(0))|Nm y |s d ∗y

as our starting point. (Remark: except for making things adelic, this is
almost the starting point of Tate’s thesis).

Now we’re finally ready to start the computation. Letting d ∗y be a Haar
measure on (K ⊗R)∗/O ∗K , we have
∫

(K⊗R)∗/O ∗K

EΦ(yΛI )|Nm y |s d ∗y =

∫

(K⊗R)∗/O ∗K

∑

v∈I−{0}

Φ(y v )|Nm(y )|s d ∗y

( for Rep s � 0) =
∑

v∈I−{0}/O ∗K

∫

(K⊗R)∗
Φ(y v )|Nm y |s d ∗y

=
∑

v∈I−{0}/O ∗K

|Nm v |−s

∫

K⊗R∗
Φ(y )|Nm(y )|s d ∗y .

We can re-arrange this as

∑

v∈I−{0}/O ∗K

|Nm(v )|−s =

∫

(K⊗R)∗/O ∗K
(EΦ(yΛI )−Φ(0))|Nm y |s d ∗y

∫

(K⊗R)∗
Φ(y )|Nm y |s d ∗y

.

Therefore,

∑

a∼I

|Nma|−s = |Nm I |−s

∫

(K⊗R)∗/O ∗K
(EΦ(yΛI )−Φ(0))|Nm y |s d ∗y

∫

(K⊗R)∗
Φ(y )|Nm y |s d ∗y

.

♠♠♠ TONY: [is this right?] As before, Poisson summation relates EΦ(Λ)
and E

bΦ(Λ∗). You can use this to show that the numerator has meromor-
phic continuation and a functional equation, and similarly for the de-
nominator.

Specifically, we apply Theorem 2.2.5 with:

(1) V = (K ⊗R), identified with V ∗ via the trace pairing (x , y ) 7→ tr(x y ).
(2) Λ∗I =ΛD−1I−1 .
(3) K ⊗R ∼= Rr1 ×Cr2 , and we take the Lebesgue measure on R and

twice the Lebesgue measure on C.
13
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(4) Φ = e−π(x
2
1+...+x 2

r1
+2|z 1|2+...+2|z r2 |2). Actually, the choice of Φ doesn’t re-

ally matter (any choice should give you the same L-function), but
this choice makes bΦ=Φ, hence is more conducive to showing the
meromorphic continuation and functional equation.

For this normalized Gaussian choice of Φ,
∫

Φ(y )|Nm(y )|s d ∗y =ΓR(s )r1ΓC(s )r2

and the functional equation says that

D s/2ΓR(s )r1ΓC(s )r2

∑

a∼I

N (a)−s

is symmetric under (s , I ) 7→ (1− s ,D−1I −1). The add over ideal classes to
obtain the result for ζK . �

Remark 2.3.6. Unraveling this gives an equation of the form
∫

Φ(y )Nm(y )s d ∗y = a (s )

∫

bΦ(y )Nm(y )1−s d ∗y .

For K =Q, this says that
∫

Φ(y )y s d ∗y = a (s )

∫

bΦ(y )y 1−s d ∗y .

One can see this by “pure thought.” Indeed, view Φ(s ) 7→
∫

Φ(s )y s d y
y

as
the tempered distribution associated to y s . Then the claim is that this is
proportional to the distributionF (y 1−s ). SinceF (y 1−s ) is homogeneous
of degree s , the claim follows from:

Lemma 2.3.7. There is a unique distribution on R up to scalar which is
homogeneous of degree s .

Proof. It is easy to show that this is the case for functions supported away
from 0. One has to compute to see what happens to functions supported
near 0. �

2.4. Generalizations. We just showed that if

ζ[I ] =
∑

a∼I

(Nma)−s

then D s/2ΓR(s )r1ΓC(s )r2ζ[I ](s ) is symmetric under s 7→ 1− s , I 7→ D−1I −1.
We’ll use this to give a proof of:

Proposition 2.4.1. D is a square in Cl(K ).
14
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Definition 2.4.2. Let χ : Cl(K ) → C∗ be a character. Then we define the
L-function

L(s ,χ) =
∑

a⊂OK

χ(a )(N a )−s .

This has very similar properties to ζK :

(1) It has an analytic continuation to s ∈C. Moreover, it has no poles
if χ is non-trivial because we can write it as

L(s ,χ) =
∑

[I ]∈Cl(K )

χ(I )ζ[I ]

and the key point is that all the ζ[I ] have the same residue at s = 1,
so if χ is non-trivial then the residues cancel out.

(2) It has a functional equation:

D s/2ΓR(s )r1ΓC(s )r2 L(s ,χ) =D (1−s )/2ΓR(s )r1ΓC(s )r2 L(1− s ,χ−1)χ(D)

Note the χ(D) here; it will be important later!
(3) It has an Euler product:

L(s ,χ) =
∏

p

�

1−χ(p)(Nmp)−s�−1 .

Proof of Proposition 2.4.1. Suppose χ : Cl(K )→ C∗ is a quadratic charac-
ter. By class field theory, there is an unramified quadratic extension L/K
such that p is split in L/K if and only if χ(p) = 1.

We claim that ζL(s ) = L(s ,χ)ζK (s ). The right hand side can be factored
as

∏

p⊂OK

(

(1− (Nmp)−s )−2 χ(p) = 1,

(1− (Nmp)−2s )−1 χ(p) =−1.

Now we compare the functional equations for ζL ,ζK , L(s ,χ). The dis-
criminants cancel out, and the Γ functions cancel out. But the extra χ(D)
factor appears only on the right hand side, so it must be 1. Since this
holds for all quadratic characters χ ,D is a square in Cl(K ).

�

The same theorem with the same proof goes through if we replace K
by a finite extension of Fq (t ), i.e. K is the function field of a curve C/Fq .
Then the different is KC

∼=L ⊗2 whereL is defined over Fq . (That it exists
over some larger extension is clear from the divisibility of the Jacobian;
the non-trivial assertion is that it is rational.)

Tate’s thesis is a generalization of Hecke’s proof. If you go back to our
expression for ζK as a sum over [I ] ∈ Cl(K ) and an integral over (K ⊗
R)∗/O ∗K , you can view L(s ,χ) as obtained by introducing a character of

15
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Cl(K ), but we could also have introduced a character of (K ⊗R)∗/O ∗K . A
combination of these is an idele class character.

Definition 2.4.3. Let χ : A∗K /K ∗→C∗ be a character. Define

L(s ,χ) =
∏

p: χ |Kp unramified

�

1−χ(πp)(Nmp)−s�−1

where πp is a uniformizer of K ∗
p
,→A∗K .

Similarly you get analytic continuation and functional equation:

L(s ,χ) = (ε− factor)L(1− s ,χ−1).

Example 2.4.4. For any field, we have a surjection

A∗K /K ∗→A∗K /K ∗(A f
K )
∗
∏

p

O ∗
p
=Cl(K ).

So any character of the class group induces a character ofA∗K /K ∗ by pull-
back, and the corresponding L-function is the one we just discussed.

For k =Q, the inclusion of
∏

p Z∗p into A∗Q gives

A∗Q/Q
∗R>0

∼=
∏

p

Z∗p = lim←−
N

(Z/N )∗.

So you can view any Dirichlet character as a character on the idele class
group, and the corresponding L-function is a Dirichlet L-function.

Example 2.4.5. For K =Q(i ) (which has class number 1),

A∗K = K ∗C∗
∏

p

O ∗
p

.

The inclusion C∗ ,→A∗K induces an isomorphism

C∗/〈i 〉 ∼=A∗K /K ∗
∏

p

O ∗
p

.

So a character of C∗ trivial on i gives a character of A∗K /K ∗. One such
character is

χ : z = r e iθ 7→ e 4iθ ,

and the corresponding L-function is

L(s ,χ) =
∏

p

�

1−
e 4iθp

(Nmp)s

�−1

where if you write p= (a +b i ), a +b i = r e iθp . This is equal to

L(s ,χ) =
∑

a+b i∈Z[i ]/units−{0}

e 4iθa+b i

(a 2+b 2)s
.

16
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Remark 2.4.6. If the character was instead r e iθ 7→ r t e 4iθ , then r t , then
you would find instead

∏

p

�

1−
(Nmp)t e 4iθp

(Nmp)s

�−1

which correspond to just a translation.

For context, there is an adelic norm A∗K /K ∗
|·|A−→ R>0 sending (xv ) 7→

∏

|xv |v . In general, L(s ,χ | · |tA) = L(s + t ,χ).

17
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3. L-FUNCTIONS: ARITHMETIC PROPERTIES

3.1. Rationality. The Riemann zeta functionζQ has the interesting prop-
erty that ζQ(2k )∈π2kQ for k > 0. By the functional equation, this implies
tha ζ(1− 2k ) ∈Q for k > 0. Also ζ(−2k ) ∈Q for trivial reasons, as they’re
all 0: ζ(0) =− 1

2
, while 0= ζ(−2) = . . .= 0. (The fact that ζ(0) 6= 0 is some-

what of an anomaly, coming from the pole at 1.)
Similarly, if χ : (Z/NZ)∗→ C, then L(−m ,χ) ∈Q for m > 0 (and m = 0

if χ is nontrivial). Again, L(−m ,χ) will vanish often: if χ(−1) = 1, i.e. χ
is even, then it vanishes for m ≥ 0 even; if χ(−1) =−1, i.e. χ is odd, then
χ(−m ) vanishes for m ≥ 1.

Set L(p ) to be L omitting the Euler factor at p , i.e.

L(p )(s ,χ) = L(s ,χ)
�

1−
χ(p )

p s

�

=
∞
∑

n=1
(n ,p )=1

χ(n )
n s

.

It is a general fact that for any idele class character of finite order, the
ζ values at negative integers will be rational. This interest phenomenon
prompts us to investigate the p -adic behavior of the ζ function.

3.2. p -adic continuation. Let χ be a non-trivial Dirichlet character with
conductor N , and p be a prime such that gcd(N , p ) = 1. Then as a general
principle,

the function k 7→ L(p )(k ,χ) inherits the p -adic properties
of k 7→ n k for (n , k ) = 1.

What does this mean? If n k ≡ n k ′ (mod p r ) for all (n , p ) = 1, then
L(p )(k ,χ) ≡ L(p )(k ′,χ) (mod p r ). For example, if k ≡ k ′ (mod p − 1) then
L(p )(k ,χ) ≡ L(p )(k ′,χ) (mod p ). The intuition is that the L-function be-
haves like a finite sum.

Example 3.2.1. Suppose χ : (Z/4Z)∗ → C∗ is the character with χ(1) = 1,
χ(3) = −1. If p = 5, then we our claim is that L(5)(χ ,−2) ≡ L(5)(χ ,−6)
(mod 5). This is difficult to see because these values lie outside the range
where the zeta function can be evaluated by the series. While we know
that the function extends by analytic continuation, this is not a robust
way of thinking about it (at least for computation).

The two sums “are” 12 − 32 − 72 + 92 − . . . and 16 − 36 − 76 + 96 − . . ..
The content of the hypothesis is that they are termwise congruent mod
5, which motivates the assertion that their “values” are congruent mod

18
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5, but we need a concrete way to evaluate these to know that this isn’t
screwed somehow up by analytic continuation.

Recall the philosophy we mentioned earlier that the precise analytic
properties involved in extending ζ are not essential; any way of “making
sense” of the sum must be “right.”

For this example, there are two methods (which are in some sense the
same). The first is a really clever trick is due to Euler: introduce a variable
q , and write

12q −32q 3+52q 5−72q 7+92q 9− . . .=
q (q 2+2q −1)(q 2−2q −1)

(1+q 2)3
∈Q(q ).

Evaluating at q = 1, the right hand side is −1/2, confirming that ζ(−2) =
−1/2. Now this isn’t quite what we want, as we’ve included the terms
divisible by 5, but it illustrates the point.

Here’s another, even more hands-on way to arrive at the same result.
Write

S = 1 −9 +25 −49 +81 − . . .
S = 1 −9 +25 −49 + . . .

Adding this with a copy shifted to the right by 1, we get

2S = [−8+16−24+ . . .]+1=−8(1−2+3−4 . . .
︸ ︷︷ ︸

)+1.

Similarly, 2T = 1−1+1−1+ . . .. This last thing is 1/2 by the same reason-
ing, so T = 1/4. Then −8T +1=−1, so S =−1/2.

3.3. Abstract sequence spaces. Why is it the case that these much more
“algebraic” methods give the same answer as analytic continuation?

We can answer this question with some general abstractions on se-
quences and series.

Definition 3.3.1. Let K be a field of characteristic 0, and let V be the set
of functions f : N→ K (N= {1, 2, . . .})such that for all n sufficiently large,

f (n ) =
∑

i

a iα
n
i n k i , a i ∈ K ,αi ∈ K , k i ∈ {0, 1, . . .}.

Let Vc be the subset of functions with compact support, i.e. f (n ) = 0 for
all large enough n .

Definition 3.3.2. Let S : V →V be the right shift operator, S f (n ) = f (n−1),
and S f (0) = 0.

Note that another way of viewing V is as functions that eventually sat-
isfy a linear recurrence. (It suffices to check this for f (n ) =αn n k , and this
is clear by considering successive differences.) Said differently, for any
f ∈ V , the span of f ,S f ,S2 f , . . . in V /Vc is finite-dimensional. That gives
a more intrinsic characterization of V .
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Definition 3.3.3. For f ∈ V , we call the generalized eigenvalues of S on
Vf := Span( f ,S f ,S2 f , . . .)⊂V /VC are the exponents of f .

Example 3.3.4. If f is eventually αn n k , then S f (n ) is eventually αn−1(n −
1)k , so (1−αS) f (n ) is eventuallyαn (n−(n−1)k ). This decreases the degree
of the factor which is a polynomial in n . Thus we see that the exponent
of f is 1/α.

In general, if

f (n ) =
∑

i

a iα
n
i n k i n� 0

then the exponents are {1/αi }.

Definition 3.3.5. Let Dm : V →V be “dilation by m ,” i.e.

Dm f (n ) =

(

f (n/m ) m | n
0 otherwise

.

Exercise 3.3.6. Check that this preserves V .

Example 3.3.7. D2(1, 2, 3, . . .) = (0, 1, 0, 2, 0, 3, 0 . . .).

Definition 3.3.8. Let V 6=1 = { f ∈V : 1 is not an exponent of f }. (This means
that f doesn’t contain a term that is a pure polynomial.)

Proposition 3.3.9. Let Σ: Vc → K be the summation map

Σ( f ) =
∑

n

f (n ).

Then

(1) Σ extends uniquely to an S-invariant functional V 6=1→ K .
(2) The extended Σ on V 6=1 is Dm -invariant (for all m ), and it extends

uniquely to a Dm -invariant V → K .

Example 3.3.10. Note that Σ cannot extend to an S-invariant functional
on all of V - consider f = (1, 1, 1, . . .). Then S f = (0, 1, 1, . . .). Any extension
would have to be equal on these f and S f , but at the same time satisfy
Σ( f −S f ) = 1.

Proof. (1) An S-invariant functional on W is the same as a functional
W /(S − 1)W → K . But we claim the inclusion Vc ,→ V 6=1 induces an iso-
morphism

Vc/(S−1)∼=V 6=1/(S−1).

Why? We have an exact sequence

0→Vc →V 6=1→V 6=1/Vc → 0.
20
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But (S − 1) induces an isomorphism V 6=1/Vc → V 6=1/Vc , because V 6=1/Vc

is a sum of generalized eigenspaces and the eigenvalues are 6= 1. Now
applying the snake lemma to

0 // Vc
//

S−1

��

V 6=1

S−1
��

// V 6=1/Vc
//

S−1
��

0

0 // Vc
// V 6=1 // V 6=1/Vc

// 0

yields the result. This immediately implies (1).
In all examples, there’s a more concrete way to see this. Every f ∈ V 6=1

is of the form f = (S−1) f ′+h where h ∈Vc . Then define Σ( f ) = Σ(h).
For example, if f = (1,−2, 3,−4, . . .) ∈ V , the exponent of f is −1, so

there should be a unique shift-invariant way to define its sum. We have
S f = (0, 1,−2, 3,−4, . . .), and adding this back to f and using S-invariance
shows that 2Σ( f ) = Σ(1,−1, 1,−1, . . .). By the same reasoning, this value is
1
2

, so Σ( f ) = 1/4.

(2) We’re only interesting in m = 2, so we’ll work it out in this case,
but the general case is similar. On Vc , Σ(D2 f ) = Σ f . We have to check
that Σ(D2 f ) = Σ( f ) for f ∈ V 6=1. First note that the exponents of D2( f )
are
p
λ for λ an exponent of f (with either sign), so D2( f ) ∈ V 6=1. Now, it

suffices to check that Σ(D2 f ) is shift-invariant by the uniqueness of the
characterization in (1). But D2(S f ) = S2(D2 f ), so Σ(D2S f ) = Σ(D2 f ), so
Σ ◦D2 =Σ. This shows that Σ on V 6=1 is indeed D2-invariant.

To show that there is a unique extension of Σ from V 6=1 to V as D2-
invariant functionals, we need

D2−1: V /V 6=1 ∼=V /V 6=1.

If we could establish this, then the result follows from the same argument
as we gave for S. But V /V 6=1 is simply the space of polynomials, so it
suffices to examine

D2(n k ) =
1+(−1)n

2
︸ ︷︷ ︸

=χ2Z

�n

2

�k

≡
n k

2k+1
(mod V 6=1)

because (−1)n is a function of exponent −1.
So V /V 6=1 is a sum of D2-eigenspaces, with eigenvalues 2−k−1 for k ≥ 0.

This implies that D2−1 is invertible. �

3.4. Application to rationality. Now let’s apply this to get the rationality
of ζ values. Suppose K is a p -adic field, with OK its ring of integers. Let

Λ= { f : N→OK : exponents λ satisfy |λ−1|= 1}.
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(i.e. the exponents are units in OK , and no exponent is congruent to 1).
This is certainly a subset of V 6=1.

Proposition 3.4.1. For f ∈Λ, we have Σ( f )∈OK .

Proof. For f ∈Λ, let Vf be the span of Si f in V /Vc . On Vf , all the eigenval-
ues of S − 1 are units by the assumptions. So as endomorphisms on Vf ,
we have (S−1)−1 = P(S)where P ∈OK (T ) (by Cayley-Hamilton, its entries
are integral).

Set f ′ = P(S) f ∈V . Then (S−1) f ′ = f +h where h ∈Vc , since (S−1)P(S)
is the identity on V /Vc . So Σ( f ) = −Σ(h), but by the equation h takes
values in OK , so the right hand side is in OK . �

An immediate consequence of this is an analogue of the “p -adic con-
tinuity” result mentioned earlier.

Corollary 3.4.2. For f , g ∈Λ, if f ≡ g (mod πr ) thenΣ( f )≡Σ(g ) (mod πr ).

That means we can extend the functional Σ to the closure of Λ for the
uniform p -adic topology. The closure is much larger, in a way that we will
use crucially later.

Now we want to compare our abstract results with those obtained by
analytic continuation, so let K =C.

Proposition 3.4.3. Let f ∈ V be such that all inverse exponents αi satisfy
|αi | ≤ 1 (which is satisfied when f is a Dirichlet character, for instance).
Then

∑ f (n )
n s has a meromorphic extension to s ∈C, and its value is Σ( f ).

Remark 3.4.4. From this you can deduce results for s < 0 by replacing
f (n ) by f (n )n k , which doesn’t change the exponents.

Proof. Write f as a polynomial plus f ′, where f ′ ∈V 6=1. Any n k monomial
in f contributes

∑

n k

n s = ζ(s −k ). Therefore, it suffices to study the case of
f ′ ∈V 6=1.

First we show the existence of an analytic continuation. If f ′ ∈V 6=1, we
may write f ′ = (S−1) f ′′+h where h ∈Vc . So

∑ f ′(n )
n s

=
∑

f ′′(n )
�

1

(n +1)s
−

1

n s

�

−
∑

n

h(n )
n s

.

The term
∑ h(n )

n s is obviously analytic, so we have to show that the first
term on the right hand side has a meromorphic extension. The point
here is that it is“more convergent” because 1

(n+1)s −
1

n s decays faster than
1

n s : indeed, 1
(n+1)s −

1
n s ≈ 1

n s+1 .
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By iterating this argument, the expression on the right hand side con-
verges for larger and larger half-plane. For instance, the second differ-
ence

1

n s
−

2

(n +1)s
+

1

(n +2)s

is equal to n−s times the second difference of x−s at 1 with step 1/n ,
which can be controlled by the Taylor series.

An important technical point is that f ′ is bounded by a polynomial
since it’s in V with |αi | ≤ 1, and f ′′ is bounded by the same polynomial
(otherwise this argument couldn’t work), because f ′ ∈V 6=1.

Now that we see that analytic continuation gives one method of “eval-
uating” the series at s = 0, we can sensibly claim that it agrees with Σ( f ).
To prove this, it suffices to check that evaluation at 0 is dilation-invariant,
and shift-invariant function on V 6=1. The dilation invariance is easy: at
least for Rep s � 0, Dm takes the series to

∑ f (n )
(nm )s

=m−s
∑ f (n )

n s
.

As both sides are analytic, this holds true for all s , and the factor of m−s

clearly doesn’t affect the evaluation at s = 0.
Shift invariance is a little more involved. We only have to check it for

f ∈V 6=1. (The problem with 1 is that if someαi = 0, then you’ll get a pole.)
We are interested in

I (s ) :=
∑ f (n )

n s
−
∑ f (n +1)

n s
=
∑ f (n )

n s

�

1

(1+1/n )s
−1

�

.

You can expand this multiplier term as
�

1

(1+1/n )s
−1

�

=−
s

n
+
(−s )(−s −1)

2!

1

n 2
+ . . .+

poly(s )
n k

+Rk (s , n ).

The point is that all remainder terms are divisible by s , so you get 0 at
s = 0. (That is what breaks down if there are poles.) To make this rigorous,
we can write

(1+1/n )−s −1

s
=−

1

n
+ . . .+

Pk−1(s )
n k−1

+Rk (s , n ).

As f is bounded by a polynomial, we may choose k large enough so that
| f (n )| ≤ C n k−2. Then

∑ f (n )
n s is absolutely convergent for Rep s ≥ k . Let’s

go back to the expression

I (s ) = s
∑

n

f (n )
n s

�

−
1

n
+ . . .+

Pk−1(s )
n k−1

+Rk (s , n )
�

.
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For |s | ≤ k + 1, we have a Taylor estimate |Rk (s , n )| ≤ Ck

n k . So the series is
absolutely convergent near s = k . Hence, at least in an open neighbor-
hood of s = k , we have

I (s ) = s

�

−
∑ f (n )

n s+1
+ . . .+Pk−1(s )

∑ f (n )
n s+k−1

+
∑

f (n )Rk (s , n )
�

and the term
∑

f (n )Rk (s , n ) is analytic in |s | ≤ k + 1, Rep s > −1/2. The
other terms all admit analytic continuations, by our preceding discus-
sion. So finally we can rigorously say that the right hand side is “divisible
by s ,” hence I (0) = 0. �

Corollary 3.4.5. For any χ : (Z/nZ)∗ → C∗, we have L(−k ,χ) ∈ Q(χ) (the
field generated by values of χ) for k ≥ 0.
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4. p -ADIC L-FUNCTIONS

4.1. Analyticity for real quadratic fields. Let χ be a Dirichlet character
mod Q , with (Q , p ) = 1 and χ 6= 1. (So this does not apply to the zeta
function, and we’ll have to revisit and correct that later.) The exponents
of n 7→ χ(n ) are all non-trivial Qth roots of unity. (This is easier to see
from the description of “eventually satisfying a linear recurrence.” You
can see that 1 is not an exponent, since the sum of χ over a period is 0,
which would not be the case of 1 was an exponent.) Removing the Euler
factor at p , we get

L(p )(s ,χ) =
�

1−
χ(p )

p s

�

L(s ,χ) =
∑

(n ,p )=1

χ(n )
n s

.

So

L(−k ,χ)“= ”
∑

n

χ(n )n k g (n ), where g (n ) =

(

1 p - n ,

0 p | n ,

The exponents of g (n ) are p th roots of 1, so the exponents of n 7→χ(n )n k g (n )
are all of the form ζQζp where ζQ is a non-trivial Qth root of unity and ζp

is a p th root of unity.
In order to apply Proposition 3.4.1, we need to show that this is not

congruent to 1 mod p . To that end, note that

|ζQζp −1|= |ζQ −ζ−1
p |

so it’s enough to show that |ζQ − 1| = 1 because |ζ−1
p − 1| < 1. But notice

that
∏

ζQ 6=1

(ζQ −1) =
xQ −1

x −1

�

�

�

x=1
=Q ∈Z×p .

Therefore, χ(n )n k g (n ) ∈ Λ. Therefore, Proposition 3.4.1 says that if n k ≡
n k ′ (mod p r ) for all n (e.g. k ≡ k ′ (mod (p − 1)p r−1)), then L(p )(−k ,χ) ≡
L(p )(−k ′,χ)(p r ).

So for m ∈N, m 7→ L(p )(−k0−(p−1)m ,χ) extends fromN to a p -adically
continuous function Zp → K (since m 7→ n k0+(p−1)m ) is p -adically contin-
uous for all (n , p ) = 1. Unfortunately, p -adic continuity is a nearly useless
condition because it is so weak, but something much stronger is true: it
is even given by a power series in M , convergent for |m | ≤ 1+ε.

Namely, if (n , p ) = 1 then we can write n p−1 = 1+p n ′ where n ′ ∈ Z, so
then

(n p−1)m = (1+p n ′)m = 1+(p n ′)m +
m (m −1)

2
(p n ′)2+ . . . .

This converges as a power series in m because of the terms have increas-
ing p -adic valuation. This may not be so clear from the expression above
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(because it is not written as a power series in m ), but it can be expressed
alternately as

(1+p n ′)m = e m log(1+p n ′) =
∑ (log(1+p n ′))k

k !
m k .

Since vp (k !)≈ k
p−1

and vp (log(1+p n ′))≥ 1, this is convergent when vp (m )>

−1+ 1
p−1

.

Proposition 4.1.1. Suppose that for each k ∈N, we have

f k (n ) = a 0(n )+a 1(n )k +a 2(n )k 2+ . . .∈Λ

such that for fixed n, k 7→ f k (n ) converges uniformly in n when |k | ≤R for
some R > 1, i.e. |a i (n )|R−i �C . Then

k 7→
∑

n

f k (n ) =b0(n )+b1(n )k + . . .

also satisfies |b i (n )|R−i �C , i.e. converges uniformly in n when |k | ≤R.

This is a p -adic analogue analogue of the fact that a uniformly conver-
gent sum of complex-analytic functions is complex-analytic.

Since we just saw that m 7→ n (p−1)m converges when vp (m )>−1+ 1
p−1

,

the Proposition implies that m 7→ L(p )(−k0− (p − 1)m ,χ) extends to a p -
adic analytic function if vp (m )>−1+ 1

p−1
.

Concretely, this means that for m such that the series expression does
not converge,

L(p )(−k0− (p −1)m ,χ)→ L(p )(−s ,χ)

as −k0 − (p − 1)m ranges over integers approximating s to high degree.
As this evaluation is indirect, and limits are taken in a p -adic sense, it is
a remarkable phenomenon (which we shall see) that one often gets the
same answer as in the complex-analytic case!

Proof. Let Λ∗ be the closure of Λ inside the set of functions N→ K for the
uniform topology, i.e. the topology defined by the norm

|| f − g ||= sup
n
| f (n )− g (n )|.

Then Σ: Λ→O extends to Σ: Λ∗→O by general properties on extensions
of continuous functionals, since f , g ∈ Λ and f ≡ g (mod πr ) imply that
Σ( f )≡Σ(g ) (mod πr ).

Example 4.1.2. Suppose p 6= 2. Then the following interesting function is
in Λ∗:

n 7→

(

(−1)n/n p - n
0 p | n
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Indeed, n−1 = limm→∞n (p−1)p m−1 for (n , p ) = 1 (here is where we need
p 6= 2), because n p−1 ≡ 1 (mod p ).

Note that up to some uniform constant multiple, a 0(n ), a 1(n ), . . . ∈ Λ∗.
For instance, f 0(n ) = a 0(n )∈Λ, and

f p m (n )− f 0(n )
p m

= p−m (p m a 1(n )+p 2m a 2(n )+ . . .)

= a 1(n )+p m a 2(n )+ . . .

so limm→∞
f p m (n )− f 0(n )

p m = a 1(n ) expresses a 1(n ) as a uniform limit of func-
tions in Λ.

In the higher-order terms, there are some factorials that appear from
the derivatives, but we’ve assumed |a i (n )| ≤ R i C . Since Σ: Λ∗ → OK is
continuous,

∑

n

f k (n ) =
∑

n

a 0(n )+k
∑

n

a 1(n )+k 2
∑

n

a 2(n )+ . . .

but a i (n ) ∈ Λ∗ and |a i (n )| ≤ C R i , hence
∑

n a i (n ) ≤ C R−i (and exists
by the extension property), which gives a convergent power series for
∑

n f k (n ). �

This gives a p -adic analytic continuation for L(p )(s ,χ)when χ has con-
ductor Q > 1 and (Q , p ) = 1 (which latter restriction was to get the expo-
nents not to be congruent to 1 (mod p )).

What about other cases, e.g. ζ itself? Then

ζ(−k ) =
∞
∑

n=1

n k .

In this case the key is to use the dilation operator. Let ` 6= p be an auxiliary
prime (e.g. `= 2). Then

(1− `1+k )ζ(−k ) =
∞
∑

n=1

n k − `
∑

n
`|n

n k

=
∞
∑

n=1

n k

(

1 ` - n
−(`−1) ` | n

For instance, if ` = 2 then you get 1k − 2k + 3k . . . and the only exponent
is −1. Now you can proceed as before. You can see that the exponents
in general are ζ` for ζ` a non-trivial `th root of 1, because the “average”
over a period is 0 (if 1 were an exponent, you would pick up a non-trivial
contribution over every period). (This trick is analogous as the way we
used Dm to extend Σ from V 6=1 to V .)
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Now proceed as before and you get the same p -adic properties for the
function (1− `1+k )ζ(−k ). This is satisfactory except when k − 1. What
happens then?

Take `= 2. Then

(1−21+k )ζ(−k ) = 1k −2k +3k − . . .

and

(1−21+k )ζ(p )(−k ) =
∑

n
(n ,p )=1

n k (−1)n+1

︸ ︷︷ ︸

∈Λ∗

.

Since (1−21+k ) is 0 at k =−1, on might expect the factor ζ(p )(−k ) to have
a pole.

Proposition 4.1.3. The p -adic analytic continuation ζ(p )(−k ) has a sim-
ple pole at k =−1 with the same residue as the complex analytic continu-
ation ζ(p )(−s ) at s =−1, i.e. if sM =−1+(p −1)p M then

lim
M→∞

ζ(p )(−sM )(sM +1) = lim
s→−1,s∈C

ζ(p )(−s )(s +1).

Remark 4.1.4. More precisely, this value is −(1− 1
p
), since the residue of

the usual ζ function at 1 is 1, but we’ve negated and removed the Euler
factor at p .

It’s very interesting that the result is true (approximating−1 by integers
and approximating it by complex numbers give the same result?!).

Let’s first give a heuristic calculation. Formally, (1− 21+k ) has Taylor
series expansion −(k +1) log 2+ . . . about k =−1. The right hand side is

1−
1

2
+

1

3
−

1

4
+ . . .

but omitting the terms divisible by p . Formally, this is log 2− 1
p

log 2. Di-
viding, you get −(1− 1/p ). To make this rigorous, we first need to define
the p -adic logarithm.

Definition 4.1.5. There is a unique function

logp : Cp →Cp

(Cp is the completion of Qp ) which we call the p -adic logarithm, satisfy-
ing

(1) logp (1+x ) = x − x 2

2
+ . . . if |x |< 1

(2) logp (x y ) = logp (x )+ logp (y ) (which extends it to all units in OCp )
(3) logp (p ) = 0 (this part is arbitrary)
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Proof. It suffices to show that
∞
∑

n=1,(n ,p )=1

(−1)n+1

n
=
�

1−
1

p

�

logp 2.

Again, we need to use some sort of trick to evaluate this. We’ll think of the

function n 7→

(

(−1)n+1

n
(n , p ) = 1

0 otherwise
as lying inΛ∗, and apply the regularized

summation method.
Note that for |u |< 1,

∞
∑

n=1
(n ,p )=1

(−1)n+1u n

n
= logp (1+u )−

1

p
logp (1+u p )

=
1

p
logp

�

(1+u )p

1+u p

�

=
1

p
logp

�

1+
(1+u )p −1−u p

1+u p

�

=
1

p
logp

�

1+
p P(u )
1+u p

�

for some P(u ) ∈ Z[u ]. The original expression converged for |u | < 1, but
we’ve turned it into something better. Now, this last expression can be
written as a convergent power series in u and 1

1+u p , i.e.

∑

a m ,n u m

�

1

1+u p

�n

|a m ,n | → 0.

The function n 7→

(

(−1)n+1

n
u n (n , p ) = 1

0 otherwise
is in Λ∗ as long as |u | ≤ 1 and

|u +1|= 1, since

(1) (−1)n+1u n has exponent −u , and | −u −1|= 1 by assumption,
(2) 1(n ,p ) = 1 is periodic, with exponents ζp for ζp a p th root of unity,

so the exponents of (−1)n+1u n 1(n ,p )=1 has exponents −uζp (since
|ζp −1|< 1, |1−uζp −1|= 1 ⇐⇒ |u +1|= 1)

(3) So
∑ (−1)n+1u n

n
makes sense for |u | ≤ 1, |1+u | = 1, coincides with

the previous when |u |< 1.

This shows that ΣΛ∗(n ,p )=1
(−1)n+1u n

n
makes sense for |u | ≤ 1 and |1+ u | = 1,

and coincides with the previous definition when |u |< 1.
In fact, we claim that ΣΛ∗(n ,p )=1

(−1)n u n

n
is also given by a convergent power

series in u , 1
1+u p . Once this is established, the two notions must coincide:

a convergent power series in u , 1
1+u p is a rigid analytic function on (say)
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|u | ≤ 1, |1+ u p | = 1 i.e. |1+ u | = 1. Such a function has only finitely
many zeroes (see Fresnel and van der Put Chapter 1, Chapter 3). So once
we show that the claim is true, then the difference of the two definitions
agrees at infinitely many points, hence is 0.

So to evaluate the sum on Λ∗, we compute
∑

(n ,p )=1

(−1)n+1u n

n
= lim

M→∞

∑

(n ,p )=1

n p M (p−1)−1(−1)n+1u n

︸ ︷︷ ︸

AM

We claim that AM (1+ u p )NM = PM (u ) ∈ Zp [u ]. Indeed, AM is evidently
a rational function. Multiplying by (1+ u p ) has the effect of difference
the series against the p th translate by it, which you can see will have the
effect of taking a p th successive difference in the polynomial term, and
hence eventually kill it (up to a finite number of terms).

Now, we write

lim
M→∞

AM = A1+(A2−A1)+ (A3−A2)+ . . .

We’ve just seen that AM+1 − AM is a polynomial in u and (1+ u p )−1, so
this is a power series in u , (1+ u p )−1. Moreover, AM+1 and AM become
congruent modulo higher and higher powers of p , since n p M (p−1)−1 and
n p M+1(p−1)−1 do, and Proposition 3.4.1, i.e.

AM+1−AM = p kM
QM (u )
(1+u p )NM

with kM →∞.

That shows that they fit into a convergent power series.
The point here is that (1+ u p ) is congruent to 1 modulo p , so multi-

plying by it doesn’t change the p -adic valuation. Then you want to check
that for large M , AM+1 and AM+1 are are very p -adically close. �

4.2. Totally real fields.

Example 4.2.1. Let K = Q(
p

2). This has class number 1, and the unit
group is O ×K = {±1, 1+

p
2}. So every ideal class I = (α) where α is totally

positive, because the units take all positive signs, which is unique up to
totally positive units, i.e. multiplication by powers of (1+

p
2)2 = 3+2

p
2.

In fact, I has a unique generator α = a +b
p

2 in the cone C = {(a ,b ) |
b ≥ 0, 3b ≤ 2a }. Therefore,

ζQ(
p

2)(s ) =
∑

(a ,b )∈Z2∩C

1

(a 2−2b 2)s
.

Let u = 3+ 2
p

2. The reason is that by multiplying α by a power of u , we
can arrange that 1 ≤ α

α
≤ u 2. The condition that α

α
> 1 is equivalent to
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a +b
p

2 > a −b
p

2, i.e. b > 0. The condition that α
α
≤ u 2 basically shifts

this calculation by u 2, hence corresponds to 3b ≤ 2a .
There’s a unique prime ideal of K above 2, namely (

p
2). So

(1−21−s )ζK (s ) =
∑

a ,b∈C

(a 2−2b 2)−s (−1)a

This is the analogue of the expression

(1−21−s )ζ(s ) = 1−s −2−s +3−s − . . . .

Exercise 4.2.2. How might you do this for a real cubic field?

Now let’s say you want to evaluate ζK (−1). According to this,

−3ζK (−1)“= ”
∑

(a ,b )∈C∩Z2

(−1)a (a 2−2b 2).

Here we mean holomorphic continuation, but one can use the same for-
mal tricks as before: this equals the value of the rational function

∑

(a ,b )∈C

(−1)a (a 2−2b 2)x a y b

at (x , y ) = (1, 1). This rational function is always of the form

poly(x , y )
(1+x )A(1+x 3y 2)B

.

(Basically because multiplying by the denominator differences the se-
quence against the walls of the cone many times.) For one thing, this
is evidently rational.

Remark 4.2.3. If we hadn’t put in the (1−21−s ) term, then we would have
encountered a pole in certain cases (e.g. ζK ).

Cones inRn . The preceding example motivates the following discussion.

Definition 4.2.4. A polyhedral cone in Rn is the convex hull of rays R≥0vi

for a finite collection of vectors vi ∈ Rn . This is equivalent to the locus
determined by fintely many linear inequalities, {x ∈Rn | `α(x )≥ 0}.

A rational polyhedral cone is the convex hull of rays R≥0vi for a finite
collection of vectors vi ∈ Qn . This is equivalent to the locus determined
by finitely many linear inequalities, {x ∈ Rn | `α(x ) ≥ 0} where `α has ra-
tional coefficients.

A smooth cone is the convex hull ofR≥0vi , i = 1, . . . k where vi ∈Zn form
part of a Z-basis for Zn ⊂Rn .

Remark 4.2.5. The terminology “smooth” comes from the theory of toric
varieties.
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Example 4.2.6. Our cone from the previous example is not smooth, as it
is spanned by (1, 0) and (3, 2). However, it can be cut into smooth cones
(in fact, any cone can), by drawing lines through (1, 0) and (2, 1), and (2, 1)
and (3, 2).

The notion of smooth cones makes sense with Zn ,Qn ,Rn replaced by
OK , K , K ⊗R. Let (OK )+ denote the subset of OK which is totally, etc.

Theorem 4.2.7 (Shintani). There is a finite collection of smooth cones C i

such that
∐

(C interior
i ∩O+) is a fundamental domain for (OK )+/(O ×K )+.

The goal is to generalize the preceding results for the Dedekind zeta
function of a real quadratic field. More precisely, let K be a totally real
field andχ : A×K /K ×→C× a finite order character (the analogue of a Dirich-
let character). Then we can form L(s ,χ) as discussed before.

Theorem 4.2.8. We have L(−m ,χ) ∈ Q(χ). Moreover, if ` ⊂ K is a prime
ideal with Nm(`) prime and relatively prime to the conductor of χ , then

(1−χ(`)(Nm`)m+1)L(−m ,χ)

is integral away from Nm`.
In addition, if p is a prime ofQ(χ) relatively prime to Nm(cond(χ)) and

Nm(`), then
m 7→ (1−χ(`)(Nm`)m+1)L(−m ,χ)

extends from k0+(Nm p −1)Z to a p -adic analytic function Zp →Q(χ)p .

Example 4.2.9. ForQ, this says that (1−`1+k )ζ(−k )∈Z[1/`] for all primes
`. What happens if you try to apply this to multiples primes at once?
If we apply it to distinct primes `1 6= `2, then we find that (1− `1+k

1 )(1−
`1+k

2 )ζ(−k ) ∈ Z. This doesn’t necessarily imply integrality: if k = −1, we
have ζ(−1) =− 1

12
. Indeed, you can check that 1

12
(`2−1)∈Z[ 1

`
] for all `.

This gives a bound on the denominators appearing in L(−m ,χ), by

gcd
`�0
(Nm`−1) = #µK =H 0(GK ,Q/Z(1))

and for higher invariants you get H 0(GK ,Q/Z(k )). This gives an interpre-
tation of the denominators of Bernoulli numbers in terms of the torsion
of the algebraic K -theory. From the point of view of number theory, this
is less interesting; the numerators, which correspond to some H 1 group,
are more interesting.

Remark 4.2.10. Siegel was the first to prove that ζK (−m ) ∈ Q. In fact,
there is an interpretation

χ(SL2Z) = ζQ(−1) =−
1

12
.
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Here, the Euler characteristic means to take group cohomology Euler char-
acteristic of a torsion-free finite index subgroup of SL2Z in C (with the
trivial action), and then divide by that index. (It’s an “orbifold Euler char-
acteristic” of K (SL2Z, 1).)

More generally, we have the interesting equations:

χ(Sp2n Z) = ζ(−1)ζ(−3) . . .ζ(1−2n )

χ(Sp2n OK ) = ζ(K ,−1) . . .ζ(K , 1−2n ).

Ideas of Proof. The proof is essentially the same as for Z, but we’ll go
through the detaills. For simplicity let’s just consider ζK =

∑

(Nma)−s . As
before, split up into ideal classes.

ζK =
∑

a∼I

(Nma)−s =
∑

λ∈I−1/O ×K

Nm(λI )−s .

For s a negative integer, Nm(λI )−s is a polynomial in the coordinates of
λ. Choose (as discussed) smooth cones C1, . . . ,Cr giving a fundamental
domain for O ×K in I −1. Thus, we have to analyze (regularized) sums of
polynomials over lattice points in smooth cones.

A smooth cone C in Zn is just the convex hull of some collection of
vectors (v1, . . . , vr ) where the vi are part of a Z-basis. By changing basis,
we may as well assume that {x1 ≥ 0, . . .xr ≥ 0,xr+1 = . . . = xn = 0} ⊂ Rn .
Then C interior ∩Zn ∼= Nr , i.e. (a 1, . . . , a r , 0, . . . 0) where a i ∈ {1, 2, 3, . . .}. The
point of smoothness is to give this kind of parametrization.

We want a similar story for Nr as we had for N. Recall that we defined
a subspace

V 6=1 ⊂ {functions N→C}.
You can view

V 6=1⊗ . . .⊗V 6=1
︸ ︷︷ ︸

r copies

⊂ { functions Nr →C}.

Remark 4.2.11. Be warned that functions in the tensor product can have
different asymptotics along the different axes.

This gives a summation on functions on Nr of the form
∑

α

f α1 (x1) . . . f αr (xσ)where f i ∈V 6=1.

The regularized summation of this is
∑

α

Σ( f α1 )Σ( f
α
2 ) . . .Σ( f αr ).

In particular, this contains P(x1, . . . ,xr )α
x1
1 . . .αxr

r as long as all αi 6= 1.
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This last point is important, though it may seem like an artifact. Go
back to ζK =

∑

(a 2− 2b 2)m . We extended Σ to a dilation-invariant func-
tional by using the dilation operators. Concretely, that means

(1− (Nm`)1−s )ζK (s ) =
∑

a

(Nma)−s −Nm(`)
∑

a

Nm(`a)−s

=
∑

a

(Nma)−s

(

1 (a,`) = 1

1−Nm` ` | a
.

What are the “exponents” of this along a cone? It has average 0, but not
along every wall. Given v1, . . . , vr ∈ OK , the function on the cone spanned

by

(

1 ` - x
1−Nm` ` | x

has exponents all different from 1 if

(1) Nm` is prime, and
(2) ` doesn’t divide any vi .

Example 4.2.12. What goes wrong without these assumptions? The last
one is obviously necessary for the exponents along the vi -wall to not in-
clude 1. For an example of what happens when Nm` isn’t prime, take
[K :Q] = 2 and `= (2), hence Nm`= 4. The function looks like

1 -3 1 -3 1 -3
1 1 1 1 1 1
1 -3 1 -3 1 -3
1 1 1 1 1 1
1 -3 1 -3 1 -3
1 1 1 1 1 1

You can see that the exponents are problematic along the walls.
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5. HURWITZ ZETA FUNCTIONS

5.1. Interlude on analysis. We begin with some purely analytic results
that we’ll need later.

Lemma 5.1.1. Supposeϕ(x ) is a function onR>0 which is rapidly decreas-
ing as x →∞ (i.e. for all N , there exists cN such that |ϕ| < cN |x |−N ) such
that ϕ has an asymptotic near 0:

ϕ(x )∼
∑

i

a i xαi , αi →∞

(i.e. for all M , there exists d M such that ϕ −
∑k

i=1 a i xαi < cM x M for x ∈
(0, 1)). Then

∫ ∞

0

ϕ(x )x s d x

x

extends from Rep s � 0 to a meromorphic function of s ∈C.

Proof. There is no problem with the integral for x large, sinceϕ(x ) decays
rapidly. To address the divergence near 0, we write

ϕ =



ϕ− (
k
∑

i=1

a i xαi )1[0,1]



+(
k
∑

i=1

a i xαi )1[0,1].

The first term can be made to behave well at 0 by choosing k large enough,
by the asymptotic approximation near 0. The second term integrated
against x s d x

x
gives

k
∑

i=1

∫ 1

0

a i x s+αi
d x

x
=
∑

i

a i

s +αi
for Rep s � 0

and can therefore by meromorphically continued by the expression on
the right hand side. �

Remark 5.1.2. From the proof, we see that the meromorphic continua-
tion has simple poles at s =−αi , with residue a i .

Consider the space of functions with asymptotics ϕ ∼
∑

a i xαi (logx )b i

near 0 and∞, where αi 6= 0. This is analogous to V 6=1. The lemma shows
that on this space, there exists a unique functional ϕ 7→ “

∫

ϕ d x
x

” invari-

ant byR×, and which coincides with
∫

ϕ when the latter converges (anal-
ogous to the extension of Σ to V 6=1).
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5.2. Hurwitz zeta functions.

Definition 5.2.1. For α > 0 (this discussion applies more generally for
Repα> 0, but we won’t use that), we define the Hurwitz zeta function

ζ(s ,α) =
∞
∑

n=0

1

(n +α)s
.

Example 5.2.2. Notice that ζ(s , 1) = ζ(s ), the usual Riemann zeta func-
tion.

Remark 5.2.3. ζ(s ,α) also has a functional equation. Basically, the func-
tion

∞
∑

n=0

e 2πiβ

(n +α)s
.

has a functional equation that roughly speaking interchanges the role of
α and β , because it comes from a Fourier transform.

Proposition 5.2.4. For fixed α, ζ(s ,α) is meromorphic in s , with a simple
pole at s = 1 having residue 1.

Proof. Note that if ϕ(x ) = e−αx , then we have
∫ ∞

0

ϕ(x )x s d x

x
=Γ(s )α−s .

Therefore, if

ϕ =
∑

n≥0

e−(n+α)x

then
∫ ∞

0

ϕ(x )x s d x

x
=Γ(s )ζ(s ;α) for Rep s � 0.

(The hypothesis that Rep s � 0 is needed to ensure that you can indeed
interchange the order of summation and integration.)

Now, ϕ(x ) = e−αx

1−e−x decays rapidly as x → ∞. Moreover, it has a nice
asymptotic near x = 0:

1−αx + α2x 2

2
− . . .

x − x 2

2
+ x 3

6
+ . . .

=
1

x
+(

1

2
−α)− . . .

By Remark 5.1.2 Γ(s )ζ(s ,α) has simple poles at s = 1, 0,−1,−2, . . . (at least
for “general” α), but Γ(s ) has poles at 0,−1,−2, . . ., so dividing by it to ob-
tain ζ(s ,α) leaves only the pole at s = 1.

�
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The residue of Γ(s )ζ(s ;α) at s =−k is the coefficient of x k in the above
expansion. You can see that it will be a polynomial in α of degree k + 1,
e.g.

ζ(−0,α) =
1

2
−α

ζ(−1;α) =−
α2

2
+
α

2
−

1

12
... =

...

Up to normalization, these are the Bernoulli polynomials.
How can we calculate them? Set Pk (α) = ζ(−k ,α), which is basically

the residues of Γ(s )ζ(s ;α) at s =−k (up to the residue of Γ(−k ), which is
(−1)k/k !). Then Pk (α+1)−Pk (α) =−αk , because the series defining these
sums are “shifted” by one term, namely −αk . Explicitly, from the series
definition (valid for Rep s � 0) it is evident that

ζ(s ,α+1)−ζ(s ,α) =
∞
∑

n=0

(n +1+α)−s − (n +α)−s =α−s

for Rep s � 0, and the same holds for all s by analytic continuation. There-
fore, we see that

1k +2k + . . .+n k = Pk (0)−Pk (n +1).

That determines Pk up to an additive constant, which is pinned down by:

Exercise 5.2.5. Check that for all k ,

∫ 1

0

Pk (α)dα= 0.

There is a formal way to define
∑

(n +α)−s . Crucially, the sequences
considered here are no longer shift/dilation invariant. The special val-
ues discussed here are defined by analytic continuation, and are different
from what one would define by the abstract sequence spaces (because of
a failure of shift invariance).
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5.3. Explicit evaluations. Letχ be a Dirichlet character with modulus q .
Then

L(−k ,χ) =
∑

1≤a≤q−1
n≥0

χ(a )(nq +a )k

=
∑

1≤a≤q−1

χ(a )q k
∑

n≥0

(n +a/q )k

=
∑

1≤a≤q−1

χ(a )q k Pk (a/q ).

From this, it is clear that the value lies inQ(χ). Some other things are less
clear, like the integrality/p -adic continuity (because the polynomials that
appear have different degrees...)

Example 5.3.1. For k = 0, we get

L(0,χ) =
∑

1≤a≤q−1

χ(a )
�

1

2
−

a

q

�

(if χ 6= 1)=
∑

1≤a≤q−1

−χ(a )
a

q

Suppose χ is the quadratic character modulo 7 (corresponding to the
field extensionQ(

p
−7)). Then

∑

1≤a≤q−1

−χ(a )
a

q
=

1

7
(3+5+6−1−4−2) = 1.

This exhibits the interesting general fact that

1

q

�∑

quadratic non-residues−
∑

quadratic residues
�

> 0.

The reason for this is that the functional equation relates L(0,χ) to L(1,χ),
and the series converges for Rep s > 1, where it is evidently positive (e.g.
by the Euler product).

By the class number formula for Q(
p

−q ), if χ is the corresponding

character then L(0,χ) = h (Q
p
−q ) unless discQ(

p

−q ) =−4,−3.

Real fields. The real quadratic case is more interesting, but if q < 0, then
one just gets L(0,χ) = 0. There are two explanations. One is that in re-
lating L(0,χ) to L(1,χ), you use ζQ(

p
−q ) = ζ(s )L(s ,χ) and the functional

equations for each factor, but this automatically brings in a factor of 0.
Alternatively, you can see from the series definition that the “opposite”

a values will cancel out because χ(−1) = 1. Indeed, we computed above
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that

L(0,χ) =
∑

1≤a≤q−1

−χ(a )
a

q

and if χ(−1) = 1 then we can pair off a and q −a .
In this case, the more interesting value is L′(0,χ). This is a very impor-

tant computation, and its answer much more interesting. To summarize,
we have

L(s ,χ) =q−s
∑

1≤a≤q−1

ζ(s ; a/q )χ(a )

and we want to know d
d s
ζ(s ;α)|s=0.

We noticed above that for imaginary quadratic fields, the class number
formula was “nicer” when phrased in terms of values at 0. There is a simi-
lar story here: the answer is more suggestive in terms of L′(0,χ), although
one could prove it by going over to L(1,χ).

Proposition 5.3.2. We have

d

d s
|s=0ζ

∗(s ,α) =−
1

2
log[(1+u )(1−u−1)], u = e 2πiα

where

ζ∗(s ;α) = ζ(s ;α)+ζ(s ; 1−α) =
∑

n∈Z

1

|n +α|s
.

Proof sketch. We’ll prove this up to a constant independent of α, which
doesn’t affect our application.

The right hand side is easily differentiated (inα). For the left hand side,

d

dα

�

d

d s
|s=0ζ(s ,α)

�

is meromorphic for Repα > 0 and s ∈ C. You can see this just by un-
winding the proof we gave at the beginning. If you switch the order of
differentiation, then you get

d

d s

d

dα
ζ(s ;α) =

d

d s
(−sζ(s +1,α))

by differentiating (n +α)−s term-by-term.
Therefore,

d

dα

d

d s
|s=0ζ

∗(s ,α) =
d

d s
|s=0(−s )(ζ(s +1,α)−ζ(s +1, 1−α))

=−(ζ(1,α)−ζ(1, 1−α))

=−
∑

n∈Z

1

n +α
.
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(In this computation we took the difference of two zeta functions both
having simple poles at s = 0, which canceled out to give a finite answer.)

By considering the poles, we see that this must be proportional to π
tan(πα) .

�

We apply this result to calculating d
d s
|s=0ζ(s ,α).

Theorem 5.3.3. We have

L′(0,χ) =−
1

2
log

q−1
∏

a=1

(1− e 2πi a/q )χ(a ).

Example 5.3.4. For K = Q(
p

5) and χ : (Z/5)× → {±1} the corresponding
quadratic character, and ξ= e 2πi/5 the formula says that

L′(0,χ) =
1

2
log

�

(1−ξ2)(1−ξ3)
(1−ξ)(1−ξ4)

�

.

In fact,
�

(1−ξ2)(1−ξ3)
(1−ξ)(1−ξ4)

�

= 3+
p

5
2
= u 2, where u = 1+

p
5

2
is a fundamental unit

forQ(
p

5). So the formula can be written succintly as L′(0,χ) = log u .
Visibly, u 2 lies in the quadratic fixed field of Q(ξ), which is K . As a

sanity check, can we see why u 2 is a unit? We can clearly write 1−ξ2

1−ξ as an

algebraic integer, and apply the same to 1−ξ3

1−ξ4 =
(1−(ξ4)2

1−ξ4 . Applying the same

logic to the inverse, we see that u ∈O ×K .

More generally, for any prime p ,
1−ζa

p

1−ζb
p

is a unit in Z[ζp ], and is called a

cyclotomic unit. If n is not a prime power, then we get something even
better: 1−ζn is already a unit.

In general, if χ is a quadratic character associated toQ(pq ), and u is a
fundamental unit, then

L′(0,χ) = log(u h)

(taking a real embedding so u h is positive) where h is the class number
ofQ(pq ). Therefore,

∏

a∈QNR(1−ξa )
∏

b∈QR(1−ξb )
= u 2h .

Again, for sanity let’s check that
∏

a∈QNR(1−ξa )
∏

b∈QR(1−ξb ) ∈Q(
p

q ). If we apply the au-

tomorphism ξ 7→ ξα, where α ∈ (Z/q )×, then it is fixed as long as α is a
quadratic residue, so it lies in the (unique!) quadratic subfieldQ(pq ).
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6. ARTIN L-FUNCTIONS

6.1. Motivation. One of the initial clues for Artin L-functions was Hecke’s
observation concerning divisibility relations between zeta functions. In
particular, Hecke proved that if L/Q is a cubic extension, thenζ(s )divides
ζL(s ), i.e. ζ(s ) = 0 =⇒ ζL(s ) = 0.

Example 6.1.1. Let L be the cubic field generated by α3 = α+ 1. This L
has discriminant −23, and is in sense the simplest cubic field. Then

ζL(s ) =
∏

p

ζL,p (s )

where

ζL,p (s )−1 =















(1−p−s )3 (p ) = p1p2p3

(1−p−s )(1−p−2s ) (p ) = p1p2

(1−p−3s ) (p ) = p

(1−p−s )2 (p ) = (23) = p2
1p2

It’s remarkable how well things work out for the ramified places. Now
recall that ζ(s ) =

∏

p (1−p−s )−1, so if we divide by ζ(s ), then that amounts
to stripping out a factor of (1−p )−s everywhere. Therefore,

�

ζL,p (s )
ζp (s )

�−1

= ζL,p (s )−1 =















(1−p−s )2 (p ) = p1p2p3

(1−p−2s ) (p ) = p1p2

(1−ζ3p−s )(1−ζ−1
3 p−s ) (p ) = p

(1−p−s ) (p ) = (23) = p2
1p2

(2)
Let H be the Galois closure of L. This is an S3 extension of Q, with the
following subfield lattice.

H

S3

A3 Z/2

K =Q(
p
−23) L

Q

Now the interesting fact is that H/K is unramified. This is a rather gen-
eral phenomenon in this situation (i.e. a cubic non-Galois extension with
square-free discriminant), as we’ll see later. You can check this “by hand”
by examining the ramification at the discriminant and 2 and 3. So ClK is
divisible by 3, and in fact we have ClK

∼=Z/3Z.
41



Math 263C 2015

Rephrasing

�

ζL,p (s )
ζp (s )

�−1

= ζL,p (s )−1 =















(1−p−s )2 (p ) = p1p2p3

(1−p−2s ) (p ) = p1p2

(1−ζ3p−s )(1−ζ−1
3 p−s ) (p ) = p

(1−p−s ) (p ) = (23) = p2
1p2

(3)
in terms of the field K :

(1) The first case occurs if and only if p splits in K and p = p1p2 with
each pi principal. That’s because H is the Hilbert class field of K ,
so a prime ideal q of K splits in H if and only if q is principal.

(2) The second case happens if and only if p is inert in K .
(3) The third happens if and only if p splits in K but the pi are both

not principal (either both are principal or not, since they are in-
verses in the ideal class group).

(4) The fourth happens if and only if p = 23.

Let θ : ClK →C× be a non-trivial class group character. Then

L(s ,θ ) =
∑

I⊂OK

θ (I )
(Nm I )s

=
∏

p⊂OK

�

1−
θ (p)
(Nmp)s

�−1

.

Now, by inspection

∏

p|p

�

1−
θ (p)
(Nmp)s

�−1

=















(1−p−s )2 p split into principals

(1−p−2s ) p inert

(1−ζ3p−s )(1−ζ−1
3 p−s ) p split into non-principal

(1−p−s ) p = 23

So we observe that ζL(s ) = ζ(s )L(K ,θ ).
Artin knew this, and realized that something more general was going

on. He realized that this identity of L-functions came from some identity
of representations for S3.

6.2. Artin’s conjecture.

Definition 6.2.1. Let E/K be Galois, ρ : Gal(E/K )→ GLn (C) (or more in-
variantly GL(V ), V ∼=Cn ) be a representation. The Artin L-function asso-
ciated to ρ is

L(ρ, s ) =
∏

p⊂OK

det
�

1− (Frobp |V Ip )(Nmp)−s�−1 .

For p ⊂ OK downstairs, fixing a prime of E above p gives Ip ⊂ Dp ⊂
Gal(E/K ) such that Dp/Ip ∼= 〈Frobp〉. Technically this depends on a choice
of prime above p, but changing p conjugates the element Frobp in the
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Galois group. So for almost all p (namely unramified ones) Frobp is a well-
defined conjugacy class in Gal(E/K ), hence the local factor

det
�

1−Frobp(Nmp)−s�−1

is well-defined. The product is absolutely convergent for Rep s � 1.

Conjecture 6.2.2 (Artin’s Conjecture). L(s ,ρ) extends to a meromorphic
function of S ∈ C, which is holomorphic if ρ doesn’t contain the trivial
representation, and satisfies a functional equation.

Remark 6.2.3. The shape of the equation involves Γ-functions as before,
but also a new phase factor which is very interesting in its own right.

Theorem 6.2.4 (Artin-Brauer). Artin’s conjecture is true, except possibly
the clause about the holomorphicity.

The proof expresses L as a product of ratios of L-functions attached to
characters. So conceivably there could many many poles.

Formal properties of L(s ,ρ). Let ρ : Gal(E/K )→ GL(V ) be a Galois rep-
resentation.

(1) If V is 1-dimensional,ρ : Gal(E/K )→C× factors through Gal(E/K )ab,
and by class field theory you can view it as coming from an idele
class character:

Gal(E/K ) //

ρ

&&
Gal(E/K )ab // C×

A×K /K ×

CFT

OO

χ

99

Then L(s ,ρ) = L(s ,χ) (the Hecke L-function). In particular, it is
holomorphic if χ 6= 1 (and in any case, we understand its poles).

(2) L(s ,ρ1⊕ρ2) = L(s ,ρ1)L(s ,ρ2).
(3) Suppose you have a tower of field extensions K ⊂ L ⊂ E . If σ is a

representation of Gal(E/L), then

L(s ,σ) = L(s , IndK
L σ).

Here IndK
L σ= IndGal(E/K )

Gal(E/L) σ.
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Example 6.2.5. (Regular representation) If E/K is Galois, then applying
(4) to the tower K ⊂ E ⊂ E , we have

ζE (s ) = L(s , trivial representation of Gal(E/E ))

= L(s , regular representation of Gal(E/K ))

=
∏

ρ irred.

L(s ,ρ)dimρ

If E/K is abelian, then this is a product of L(s ,χ)overχ the 1-dimensional
characters of Gal(E/K ).

Recall that we posed as motivation a hypothetical splitting of the ana-
lytic class number formula corresponding to this factorization of the L-
function.

Example 6.2.6. Referring back to Example 6.1.1, we have

ζL(s ) = L(s , 1 as a representation of Gal(H/L))

By (3), this is in turn equal to L(s , IndGal(H/Q)
Gal(H/L) 1), and IndGal(H/Q)

Gal(H/L) 1 is the
standard representation of S3 onC3, which splits as 1⊕2 (the irreducible
2-dimensional representation). So by (2), this is a product of L(s , 1) and
L(s , 2) (with 1 and 2 regarded as representation of Gal(H/Q). The first fac-
tor is of course equal to ζ(s ). Next, we use the fact that the 2-dimensional
irreducible of S3 is isomorphic to the induction of a non-trivial character
of A3, so L(s , 2) = L(s ,θ ), recovering the decomposition

L(s , 1Gal(H/L)) = L(s , 1Gal(H/Q))L(s ,θGal(K /Q))

6.3. The conductor-discriminant formula. The functional equation of
L(s ,ρ) looks like

N s/2
ρ (Γ− factors(s ))L(s ,ρ) = ερN

1−s
2
ρ (Γ− factors(1− s ))L(1− s , eρ)

where ερ has absolute value 1. This factor is very subtle. Thanks to great
effort of Langlands and Dwork, we have a local definition. Deligne gave a
much more concise global definition.

Here Nρ is the Artin conductor of ρ,
∏

ramified p

pnp

where np is a measure of the ramification. For example, if ρ is tamely
ramified at p, then np = dim V − dim V Ip . If there is higher inertia, then
the sum is more complicated, and not obviously an integer. This agrees
with the usual conductor if ρ is 1-dimensional.
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Theorem 6.3.1 (Conductor-discriminant formula). Let E/Q be a number
field. Then

disc E =
∏

ρ

N dimρ
ρ .

Example 6.3.2. Let’s use the conductor-discriminant formula to compute
disc(E =Q(ζp 2)). According to the formula, the discriminant should be

∏

ρ : Gal(E/K )→C×
Nρ.

Theρ correspond to the Dirichlet characters of (Z/p 2)×. There are (p−1)
having conductor n p = 1, and the remaining (p−1)2 have conductor n p =
2. Therefore, the discriminant ideal is (p (p−1)+2(p−1)2) Over Q, that means
we have pinned down the discriminant up to a sign.

Example 6.3.3. Let L be a non-cyclic cubic extension ofQ of discriminant
δ. Then we have the subfield lattice:

H

S3K =Q(
p
δ) L

Q

We saw, using the factorization formula and induction, that

disc H = (N2)2N1N 1
sgn

disc L =N1N2

disc K =N1Nsgn

Of course, we always have N1 = 1. So the conductor-discriminant for-
mula implies that disc H = (disc L)2 disc K .

If disc L = disc K (which is automatic if the δ is squarefree), then this
says that

disc H = (disc K )3.

On the other hand, transitivity of discriminants says that

disc H = (disc K )3 NmK /Q(disc H/K ).

This implies that disc H/K = (1), i.e. H/K is everywhere unramified.
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6.4. Analytic properties. We’ll prove that L(s ,ρ) is meromorphic and has
a functional equation, as predicted by Artin. The holomorphicity, as men-
tioned earlier, is still wide open .

Theorem 6.4.1 (Brauer). If G is a finite group, then any (complex) repre-
sentation ρ of G can be written as

ρ =
∑

m i IndG
Hi
ψi

where m i ∈ Z, Hi ⊂ G , and ψi : H → C× are characters. Concretely, this
means that the characters of both sides are equal.

Why does this imply what we want? If G =Gal(E/K ), then

L(s ,ρ) =
∏

L(s , IndG
Hi
ψi as Gal(E/K )-representation)m i . . .

=
∏

L(s ,ψi as Gal(E/K i )-representation)m i

where theψi are considered as characters of Gal(E/K i ), where K i = Fix(Hi ).
This expresses L(s ,ρ) as a product of ratios of Dirichlet L-functions, for
which we know the functional equation and meromorphicity (and even
the location and residues of poles). However, it is important to note that
since some of the m i may be negative, we have no control of poles of
this product. If Artin’s conjecture is true, then there must be non-trivial
cancellation between zeros and poles.

The rest of the section is devoted to the proof of Theorem 6.4.1. Let
ρ : G → GL(V ) be a representation. Then G acts on P(V ). For each sub-
group H ≤ G , we can consider the fixed point locus Fix(H ) ⊂ P(V ). A
point x ∈ Fix(H )⊂ P(V ) corresponds to a line `x ⊂ V stable under H . The
action of H on this line determines a characterψx : H →C×.

For H ≤G andψ: H →C× a character, let

XH ,ψ = {x ∈P(V ) | StabG (x ) =H ,ψx =ψ}.

Clearly these partition P(V ):

P(V ) =
∐

H ,ψ

XH ,ψ.

Let NH ,ψ be the normalizer of the pair (H ,ψ). We claim that

ρ =
∑

(H ,ψ)/conjugacy

χ(XH ,ψ)
[NH ,ψ : H ]

· IndG
Hψ. (4)

This is remarkable because it even says that we can make this construc-
tion functorially, which was not clear in Brauer’s original proof. Look up
“canonical Brauer induction” for more about this.
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Write χρ for the character associated to ρ. Let’s first check that (4)
holds at least when evaluated on g = 1:

χρ(1)
?=

∑

(H ,ψ)/conjugacy

χ(XH ,ψ) · [G : H ]
[NH ,ψ : H ]

.

The left hand side is dim V . The right hand side is
∑

(H ,ψ)/conjugacy

χ(XH ,ψ)[G : NH ,ψ] =
∑

(H ,ψ)

χ(XH ,ψ)

=χ(PV )

= dim V.

This shows that (4) holds at least when evaluated at 1 ∈ G . But we’ve
brushed something under the rug: χ is not additive in general. For ex-
ample, the Euler characteristic of a line segment is 1. If you write the line
segment as a disjoint union of a point and two half-segments, then each
piece has Euler characteristic 1, so their sum is 3.

Compactly supported cohomology. However, the compactly supported
Euler characteristic is additive: if X is locally compact, then we define the
compactly supported Euler characteristic

χc (X ) =
∑

i≥0

(−1)i dim H i
c (X ,C)

where H i
c (X ,C) is the cohomology of compactly supported cochains (this

is originally due to Borel-Moore). In “nice” situations, this compactly
supported Euler characteristic is addivie, e.g. if Z ⊂X is closed, then

χc (X ) =χc (Z )+χc (X −Z ).

If M is a manifold, then Poincaré duality implies H i (M ,C)∼=H dim M−i
c (M ,C)∗.

In particular, if M is even-dimensional then χ(M ) = χc (M ). This legit-
imizes the calculations we made above with M =P(V ).

Remark 6.4.2. XH ,ψ is smooth because Fix(H ) smooth, and XH ,ψ is a con-
nected component of it. However, this is not important for our purposes.

Continuing on with the proof, we must show that (4) holds for all g ∈
G , and then prove that the coefficients

χ(XH ,ψ)
[NH ,ψ : H ] are integers. Let g ∈ G ,

and suppose that the eigenvalues of g are α1, . . . ,αk with multiplicities
m1, . . . , mk (since finite-dimensional complex representations of finite groups
are unitary, these reallly are eigenvalues and not generalized eigenval-
ues). Let U1, . . . ,Uk be the corresponding eigenspaces, so dimUi = m i .
Then χρ(g ) =

∑

m iαi . We are basically going to repeat the above argu-
ment evaluating instead at g and examining things at the level of eigenspaces.
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Now we decompose

PUi =
∐

H3g
ψ: H→C×
ψ(g )=αi

XH ,ψ.

Taking Euler characteristics, we get

m i =
∑

H3g
ψ: H→C×
ψ(g )=αi

χ(XH ,ψ).

Evaluating the right hand side of (4) at g , we get (by similar reasoning as
before)

χρ(g ) =
∑

H3g ,ψ

χ(XH ,ψ)ψ(g ).

This shows that

χρ =
∑

(H ,ψ)

χ(XH ,ψ)eH ,ψ

where eH ,ψ(g ) =

(

ψ(g ) g ∈H

0 otherwise
. Now it only remains remains to com-

pare this with the characters of induced representations. As is “well-
known,”

χIndG
H ψ
=
∑

g∈G /H

e g H g −1,gψg −1 .

To express the previous formula in terms of this, simply group together
conjugates

∑

(H ,ψ)

χ(XH ,ψ)eH ,ψ =
∑

(H ,ψ)/conjugacy

∑

g∈G /NH ,ψ

χ(XH ,ψ)e g H g −1,gψg −1

=
∑

(H ,ψ)/conjugacy

χ(XH ,ψ)
[NH ,ψ : H ]

∑

g∈G /H

e g H g −1,gψg −1

=
∑

(H ,ψ)/conjugacy

χ(XH ,ψ)
[NH ,ψ : H ]

·χIndG
H
ψ.

This finally establishes the claim. Now we just have to argue why the co-

efficients
χ(XH ,ψ)
[NH ,ψ : H ] are integers. But NH ,ψ/H acts freely on XH ,ψ (because by

definition it is the full stabilizer of any point) so its order divides χ(XH ,ψ).
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6.5. Positive characteristic speculation. There are hints of a theory of
Artin L-functions in positive characteristic, but this theory is very much
underdeveloped. For instance, nobody knows the answer to:

Question: are there “mod p Artin L-functions?”

In particular, givenρ : Gal(E/K )→GLn (Fp ), can you (sometimes) make
sense of something like “L(0,ρ)∈Fp ”?

It is a fact that any representation of a finite group over Fp lifts virtually
to Qp . That gives a way of getting started, but for instance it is not clear
that it is independent of the lift. (In fact, it probably is not, stated in this
crude way.)

One hint is that over a function field, it is clear that there “should be”
such a theory. For instance, there is a way of describing the L-function in
terms of cohomology via the Grothendieck-Lefschetz trace formula, and
if one just takes Fp -coefficients, then one gets the “right” thing.

Example 6.5.1. Here is one “shadow” of a mod-p L-function in the num-
ber field case. Consider again

H

S3K =Q(
p
δ) E

Q

Suppose H/E is unramified ♠♠♠ TONY: [can i get rid of this?] and
disc E = disc K , so that H/K is unramified.

A theorem of Gerth says that

3− rank of ClK = 3− rank of ClE +1

i.e. dimF3(ClK /3 ClK ) = dimF3(ClE /3 ClE ). The left hand side is at least 1,
because we know that H/K is an unramified degree 3 extension. The first
case where rank3 ClE > 0 is disc=−3299.

This is quite striking. Morally, there is “no relation” between ClK and
ClE , but there is a relation between the 3-parts. Morally, that comes from
the factorization

ζE (s ) = ζ(s )L(s ,θ )
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where θ is a non-trivial character of ClK . Why? Modulo 3, θ is trivial.
Then one might expect that the equality of “mod 3” L-functions reads

ζE = ζ ·ζK .

Now, evaluating this at 1 (or 0) should reflect this relation between the
class groups. That is, Gerth’s theorem should reflect an equality of mod 3
representations of Gal(H/Q).
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7. STARK’S CONJECTURES

We will discuss a circle of ideas concerning the interplay between the
factorization of the Dedekind zeta function into Artin L-functions, and a
corresponding hypothetical interpretation of the special values of Artin
L-functions.

7.1. The class number formula. If E/K is Galois, then the decomposi-
tion of the regular representation of G =Gal(E/K ) into irreducible repre-
sentations induces the factorization

ζE (s ) =
∏

ρ irred.

L(s ,ρ)dimρ (5)

and the class number formula reads

Ress=1ζE (s ) =
2r1(2π)r2

wE

p
disc E

hE RE

where E ⊗R∼=Rr1 ×Cr2 . By the functional equation, this corresponds to

ζE (s )∼−s r1+r2−1 hE RE

ωE
near s = 0.

Interpreting r1+r2−1= rankO ∗E , we can view this as relating the behavior
of ζE at 0 with the class number and the “size” of the unit group.

Since the left hand sides factorizes according to (5) into a product of
L(s ,ρ), we want to have a corresponding “factorization” on the right hand
side.

Example 7.1.1. Suppose E/K were Galois with Gal(E/K ) ∼= Z/3Z. Also
assume that K is totally real. There are two non-trivial Galois characters
χ : Gal(E/K )→C×.

Pretend that RE = RK = 1, and ignore wE and wK for the moment.
(This never actually happens, but you would be in this case if you were
examining the value at s = −1, and replacing the class numbers by K2.)
Anyway, the point is that you get

hE ∼ ζE (0) = ζK (0)L(0,χ)L(0,χ)∼ hK L(0,χ)L(0,χ).

Now, L(0,χ) = a +bζ3 ∈ Q(ζ3) (though we actually know its value is 0),
and also L(0,χ) = a +bζ3. So we are imagining some factorization

hE

hK
= (a +bζ3)(a +bζ3).

One imagines hE

hK
as the order of a kind of relative class group. There are

natural maps between class groups: the norm induces CE → CK and ex-
tension of ideals induces CK →CE . It turns out that this is relative in the
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first sense: “away from 3” we have

#
hE

hK
= # ker(CE

Nm−→CK ).

So (ignoring issues at 3), we want to express #(CE →CK ) as (a +bζ3)(a +
bζ3). How might we obtain such a factorization?

The key observation is that we have a Z[Z/3] = Z[σ] action CE . Now,
the elements of CE that are killed by the norm are killed by 1+σ+σ2, so

Z[σ]/(1+σ+σ2) = Z[ζ3] acts on ker(CE
Nm−→CK ). By the classification of

finitely generated modules over a PID, we have an isomorphism

ker(CE
Nm−→CK )∼=

⊕

Z[ζ3]/(αi )

and we can say that the “order in Z[ζ3]” is
∏

αi . Now, there is definitely
an ambiguity up to units here, which may not be able to be pinned down
exactly, but it is Akshay’s opinion that there is clearly “something more”
that we aren’t seeing. In order to do the factorization for L(s ,ρ), we’ll have
to define versions of hE , RE , wE in Z[G ],Z[G ]⊗R, etc.

There are many problems with formulating this in general. For in-
stance, in general the base ring will not be principal. Indeed, Z[Z/3] was
not principal; we only got a nice result because we considered the sub-
module killed by the norm. But we do expect that if the ker(CE →CK ) are
not described principally, then this will be matched by a correspoding
failure in the regulators (which we ignored anyway here).

You can work around this principality issue by localizingZ[G ] at a prime,
which is basically what’s done in Iwasawa theory.

7.2. Aside: how to compute L(s ,ρ). We’ll say a few words about compu-
tation. One way to compute is to go through Brauer’s theorem, but you
almost never want to do that.

You can write
L(s ,ρ) =

∏

p

(. . .) =
∑

n

a n

n s
.

Proposition 7.2.1. Letφ be a C∞ function onR of rapid decay (i.e. ϕ(x )�
(1+ |x |)−N for any N ) with φ(0) = 1. If L(s ,ρ) is holomorphic (expected
from the Artin conjecture) then its value at s0 is

L(s0,ρ) = lim
x→∞

∑

n

a n

n s0
ϕ(n/x ).

This is a basic piece of intuition from analysis. You would like to say
that you can get the value by taking partial sums. In general that doesn’t
work because the “cutoff” is too sharp. If you do it in a smoother way,
then that does work. In practice, the sum will tend to converge once x is
bigger than the conductor of ρ.
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Example 7.2.2. Let K =Q(α)where α3 =α+1 and H be the Galois closure
of K /Q. Then ζK (s ) = ζ(s )L(s ,ρ) where ρ : S3→GL2(C) is the irreducible
two-dimensional representation. Then L′(0,ρ) = ±0.2811996 = log |α|
because α is a fundamental unit. Now, if L(s ,ρ) =

∑

a n

n s , then taking
x = 1000 andφ(t ) = e−t 2 we obtain the estimate

L′(0,ρ)≈
5000
∑

n=1

a n log ne−(n/1000)2 =−0.2811986.

Proof. Let

F (s ) =

∫

x>0

ϕ(x )x s d x

x
.

(This is the Fourier transform on (R>0,×), i.e. the Mellin transform). This
is convergent for Rep s > 0, because ϕ decays rapidly. Fourier inversion
gives

ϕ(x ) =
1

2πi

∫ σ+i∞

σ−i∞

F (s )x−s d s forσ> 0.

So

∑ a n

n s0
ϕ(n/x ) =

∑

n

a n

n s0

1

2π

∫ σ+i∞

σ−i∞

F (s )
�n

x

�−s

d s

=
1

2πi

∫ σ+i∞

σ−i∞

F (s )x s
∑

n

a n

n s+s0

︸ ︷︷ ︸

L(s+s0,ρ)

d s .

Now we shift the contour from [σ−i∞,σ+i∞] to [σ′−i∞,σ′+i∞]where
σ′ < 0. To do this, you have to be careful about the growth at the “edges”
of the rectangle,” which we’ll leave as an exercise.

By Cauchy’s theorem, you pick up terms from the residues. The factors
x s and L(s + s0,ρ) are holomorphic, but F (s ) =

∫

ϕ(x )x s d x
x

might have
poles. In fact, we showed in Lemma 5.1.1 that it does have poles at s =
0,−1,−2, . . . with the pole at 0 having residue ϕ(0).

So the above is

=
1

2π
i

∫ − 1
2+i∞

− 1
2−i∞

(. . .)+2πi
1

2πi
ϕ(0)L(s0,ρ)

︸ ︷︷ ︸

L(s0,ρ)

.

It remains only to estimate the error term. The integrand has magnitude
x−1/2(...) so

∑

n

a n

n s0
ϕ(n/x ) = L(s0,ρ)+O(x−1/2).
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We can try to make the convergence faster by shifting further, and we pick
up more terms

L(s0,ρ)+
L(s0+1,ρ)ϕ′(0)

x
+ . . . (6)

so if all the derivatives of ϕ at 0 are 0, then
∑

−
a n

n s0
ϕ(n/x ) = L(s0,ρ)+O(x−N ).

(Of course, in practice this will be offset by growth of the implicit con-
stants.) �

Remark 7.2.3. From the proof, we see that this works even if L(s ,ρ) has a
pole, but then you have to subtract off a leading term. It also works ifϕ is
“smooth enough.”

Example 7.2.4. Recall that we continued

ζ(s ) = lim
N→∞

 

N
∑

n=1

1

n s
−

N 1−s

1− s

!

for Rep s > 0. How do you continue further? One way is to subtract off
more stuff, but a better way is to smooth the sum. For ζ(0), we can just

use the function ϕ(x ) =

(

1−x x ≤ 1,

0 x > 1.
This gives

x
∑

n=1

(1−
n

x
) = x −

x (x +1)
2x

∼
x

2

which reflects that ζ(s ) has a pole with residue 1 at 1, and value−1/2 at 0
(taking note of Remark 7.2.3).

7.3. Stark’s conjectures. Let E/K be Galois with Galois group G andρ : G →
GL(V ) an irreducible representation. We know that

ζE =
∏

ρ

L(s ,ρ)dimρ.

We have the class number formula

ζE (s )∼−
hE RE

wE
s r1+r2−1 near s = 0

and our goal was to split up this formula in a manner corresponding to
the factorization of ζE into Artin L-functions. For that, we need refined
(equivariant) versions of hE , RE , . . . in (something like)Z[G ]. The problem
is thatZ[G ] can be a very nasty ring, and in Stark’s conjecture the solution
is to work instead with Z[G ]⊗R.
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Let’s recall the definition of RE . We have a map

UE =O ×E /torsion
log
−→Rr1+r2

sending ε 7→ (log |ε|v )v archimedean. The image log(Uε) is a lattice inside the
hyperplane {(x i ) |

∑

x i = 0} and RE is the covolume ofthis lattice.

Remark 7.3.1. The issue of which normalization to pick for the volume
form on this hyperplane is a little tricky. There are several reasonable
possibilites:

(1) the volume form d x1 . . .dd x i . . . d xn (i.e. project from one coordi-
nate)

(2) The Riemannian form induced from Rn

(3) Parametrization by the coordinates x2−x1, . . . ,xn −xn−1.

These differ by
p

n in arithmetic proression. The first one turns out to
be correct, so RE = det(log |εi |v j ) where εi is a Z-basis for UE and v j are
all places but one. Note that if v is a complex place, then |ε|v = |ε|2 (we
aways normalize the measure to grow with how scaling changes volume).

We want to factorize the regular as RE =
∏

Rdimρ
ρ (up to an element of

Q×). We could try to decompose according to the G -action on the unit
lattice. If G is something very nice, like Z/2, then it would split up the
group into+1 and−1 parts. If G =Z/3, then it doesn’t split overQ, which
is confusing. And there is a second source of confusion: the group alge-
bra overQmight contain a division algebra rather than a (commutative)
field. We’ll elaborate on this shortly.

Let’s ignore the G -action for now. Let

X =
n∑

a i vi | vi archimedean for E
a i∈Q,

∑

a i=0

o

,

which is aQ-vector space of dimension r1+ r2−1. Then we can rephrase
the regulator map as saying that

U ⊗QR
log
−→X ⊗QR is an isomorphism.

Let us now abstract a bit. Given twoQ-vector spaces V1, V2 and an isomor-
phism α: V1⊗R→ V2⊗R, it doesn’t quite make sense to talk about detα.
However, we can define “detα” in R×/Q× by choosing any volume forms
in V1, V2, which are defined up to Q×. Explicitly, “detα” is det(α ◦ ϕ−1)
where ϕ : V1

∼−→ V2 is an arbitrary isomorphism over Q (ambiguous up to
GL(V2), so the determinant is ambiguous up toQ×).

To get an equivariant version of this, we’re going to replacing Q by
Q[G ], we’re going to make sense of the determinant as a value in Z (R[G ])×/Z (QG )×.
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Remark 7.3.2. Although ambiguity up to Q× may not sound very satisfy-
ing, it is usually the case that the rational number turns out to be some-
thing simple. ♠♠♠ TONY: [can this be quantified in any way?]

The map we produced earlier

U ⊗R
log
−→X ⊗R.

is even an isomorphism of R[G ]-modules. We claim that this is even an
isomorphism rationally as Q[G ]-modules. This is a special case of the
more general (and elementary!) result:

Lemma 7.3.3. If V, V ′ are finite-dimensional G -representations over k and
V ⊗K ∼=V ′⊗K , then V ∼=V ′.

Proof. A G -equivariant map is a linear map commuting with a bunch of
operators, which are just linear constraints on its coefficients. If this lin-
ear system admits a solution over K , then it admits a solution over k . This
shows that HomK [G ](V, V ′) =Homk [G ](V, V ′)⊗k K .

Now, we have to check that if there is an invertible map over K , then
there is one over k . It is easy to see that the determinant when restricted
to Homk [G [V, V ′] cannot vanish identically if k is infinite. This is less clear
over a finite field (which of course we don’t need), although it’s still true,
so that part is left as an exercise. ♠♠♠ TONY: [todo] �

By the lemma, we may choose an isomorphism ϕ : U
∼−→ X as Q[G ]-

modules. Then ϕ−1 ◦ log: U ⊗R ∼−→U ⊗R as R[G ]-modules. We want to
make sense of the “determinant” of this in R[G ].

Abstracting again, given a semisimple algebra A (e.g. R[G ],Q[G ]) over
k and a homomorphism of A-modules α: V → W , we want to define
detA(α) ∈ Z (A) with the property that NA/k (detA α) = detk α as a k -vector
space map. Here NA/k is the reduced norm from A to k .

Definition 7.3.4. We define the reduced norm of a semisimple algebra
over k as follows. First, if A is a central simple algebra of dimension n 2,
then over k we know that A splits as a matrix algebra, whose left regular
representation decomposes as a direct sum of n copies of the standard
representation V . Then NA/k (a ) is the usual norm of a acting by multi-
plication on V . Although we have defined this over k , it is a fact that it
descends to k .

Now if A is a general semisimple algebra, then by the classification of
such algebras we have A =

⊕

M n i (Di ) where Di a division algebra over k
with center E i . For a = (a i ), we then define

N (a i ) =
∏

i

NmE i /k (NM ni (Di )/E i a i ).
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Applying this construction to ϕ−1 ◦ log: U ⊗R→U ⊗Rwill give an ele-
mentR ∈Z (R[G ])×/Z (Q[G ])×.

In terms of thisR ∈Z (R[G ]), Stark’s conjecture predicts that

L(s ,ρ∗)∼ s rρ ·ρ(R) as s → 0.

Note that the left hand sides lies inQ(ρ), the field of traces ofρ, andρ(R)
is in C×/Q(ρ)× where ρ∗ the dual representation to ρ.

Determinants over A. If A is a semisimple algebra over k , then

A ∼=
⊕

M n (Di )

where Di is a division algebra over the base field k (with possibly bigger
center than k ). The determinant of the direct sum will be defined as the
product of the determinants for each factor, so it suffices to handle the
case where A =M n (D).

Let’s first consider the simplest case A =M n (k ). Let S be a simple, non-
zero A-module, so S ∼= k n . Then α: V

∼−→ W induces αS : Hom(S, V ) →
Hom(S, V ). This is now simply a map of k -vector spaces, and we put

det Aα= det kαS ∈ k =Z (A).

The fact that (detA α)n = detk α follows from the observation that α =
αS ⊗A IdS .

In general, if A is simple then we can pick a Galois extension E/k such
that A ⊗E splits as a matrix algebra over E :

A ⊗k E ∼=M n (E ).

Given α: V
∼−→ V , we can define detA⊗E (α⊗ E ) ∈ Z (A)⊗ E . In fact, this is

invariant by Gal(E/k ) so we get that it actually lies in Z (A).

Exercise 7.3.5. Check this.

Example 7.3.6. Suppose A =D and V = A⊕s . Then α ∈ EndA(V )∼=M s (D)
acting by right multiplication, and detA α is the “familiar” reduced norm
on M s (D), which has the property that if dimk D = n 2, then (detA α)n =
detk α.

Example 7.3.7. Suppose G is abelian and E/K is a Galois field extension
with Gal(E/K ) =G . For simplicity, just assume that K =Q and E is totally
real. ThenRE ∈ R[G ]×/Q[G ]×. Since UE

∼= X as Q[G ]-modules, recalling
X = {

∑

a i vi |
∑

a i = 0}, there’s a unit ε ∈UE such that (g ε)g∈G generate
UE/Q (because it’s true for X , taking e.g. an elementary vector). Without
loss of generality, replacing ε by ε2, we may assume that

∏

g (g ε) = 1 (it
might have be 1 or −1 originally).
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An explicit isomorphism ϕ : UE ⊗Q→ X ⊗Q sends ε 7→ v −
∑

w w

n
, e.g.

if n = 3 we send ε 7→ (2/3,−1/3,−1/3). We want to compare these two
maps

log: UE ⊗R→X ⊗R
and

ϕ⊗R: UE ⊗R→X ⊗R.

They differ (i.e. ϕ−1 ◦ log) by the following element ofR[G ] (which we will
see later)

R := θ :=
∑

g∈G

log |g ε|v g .

Fixing an isomorphismα: U
∼−→X , we can finally state a precise version

of Stark’s conjecture.

Conjecture 7.3.8 (Stark). Let ρ : G =Gal(E/K )→GLn (V ). Then

L(s ,ρ∗)∼αρs rρρ(R) near 0

where

• α∈Q(ρ)× (the field generated by traces),
• R = detR[G ](α−1

R log)∈Z (R[G ])×/Z (Q[G ])×, and
• rρ =

∑

v arch. of K dim(V Gv )−dim(V G ).

Remark 7.3.9. The philosophy here is that we forget about the class num-
bers and care only about the formula up to rational numbers.

Example 7.3.10. Forρ irreducible and non-trivial, rρ = 0 ⇐⇒ K is totally
real, and every complex conjugation acts by −I .

Example 7.3.11. For χ non-trivial, L(0,χ) 6= 0 ⇐⇒ χ(−1) =−1.

How could you go about checking this? We know that L(s ,ρ) is uniquely
determined by compatibility with direct sums and induction (and in-
duced from characters), so if we can verify that the right hand side is true
for characters and compatible with direct sum and induction, then we’re
done.

7.4. Compatibility with class number formula. We check that this “fac-
torization” is compatible with the class number formula:

ζE (s )∼−s r1+r2−1 hE RE

wE
.

Now,
∏

L(s ,ρ∗)dimρ∗ ∼αs
∑

dimρ·rρ
∏

ρ

(ρ(R))dimρ.
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Nowα=
∏

α
dimρ∗

ρ∗ ∈ 〈Q(ρ∗)〉 and
∏

ρ(ρ(R))dimρ) =N (R) = detR(α−1
R ◦log),

which is the usual regulator.
It’s annoying that we have this ambiguous constant factor α. There is

a refinement of Stark’s conjecture that can pin it down more, which says
that

L(s ,ρ∗)∼αρs rρρ(R)

and αρ is Galois-equivariant: forσ ∈Aut(C),

αρσ = (αρ)σ.

The refined version implies compatibility with the class number formula
up toQ×, not just 〈Q(ρ)〉∗.

Remark 7.4.1. Although there is an ambiguity ofR up to Z (Q[G ])×, that
relative ambiguity is settled by choosing the same rational isomorphism
U ∼=X for all ρ.

Remark 7.4.2. Although such a prediction seems natural, you have to be
a little cautious. You can view this as taking an L-value and dividing by
something trascendental to get an algebraic number, which is hypothe-
sized to be rational. If you try the analogous thing for an L-function of an
elliptic curve, dividing by a period gives L(1/2, E ×χ)/ΩE which is alge-
braic but not Galois-equivariant.

Example 7.4.3. Let E =Q(ζm ) and K =Q. Then an irreducible represen-
tationρ↔χ corresponds to a character of conductor m , i.e. (Z/mZ)×→
C×. Let ε∈U =O ×E ⊗Q be such that {g ε}g∈G generate U and

∏

(g ·ε) = 1.
So we have two maps

U

log

%%

α

99 X

such that log(ε) =
∑

v log |ε|v ·v and α(ε) = v0− 1
n

∑

v v where n = [E :Q] =
ϕ(m ). Then log= θα for some θ ∈R[G ],

θ =
∑

g∈G

log |ε|g ·v0 g .

Exercise 7.4.4. Check this: v0 gets spread out into logε, and kills the sec-
ond term.
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Then θ = detR[G ](α−1 ◦ log). Then as characters of R[G ],

χ(θ ) =
∑

g∈G

log |ε|g ·v0χ(g )

=
∑

g∈G

log |g −1ε|v0χ(g )

=
∑

g∈G

log |g ε|v0χ
−1(g ).

Stark’s conjecture predicts that

L(s ,χ−1)∼αχs
∑

g∈G

log |g ε|v0χ
−1(g ) near s = 0

i.e.

L′(0,χ) =αχ−1

∑

g

log |g ε|v0χ(g ),

where (using the refined version) αχσ = (αχ )σ.
How does this compare with our earlier computation of the L-value in

Theorem 5.3.3? There we found

L′(0,χ) =−
1

2

∑

i∈(Z/mZ)×
χ(i ) log |1−ζi |

Put ε= 1−ζ∈ E . Then we can rewrite the above as

L′(0,χ) =−
1

2

∑

g∈(Z/mZ)×
χ(g ) log |g ·ε|

which verifies Stark’s conjecture with the αχ ∈Q.
There is a slight problem here. This ε = 1−ζ ∈ E is not always a unit.

Indeed, Nm(1− ζp ) = p . However, it is if m is not a prime power. For
example, consider 1−ζpζq . It is easy to see that this is a unit away from
p ,q . If ep lies above p , note that

|1−ζpζq |ep = |ζ−1
q −ζp |ep = |ζ−1

q −1|
ep

because ζp ≡ 1 (mod p ), but the norm of this last guy is q .
What if m is a prime power? Then we take instead the algebraic unit

ε=
1−ζj

1−ζ
(j , m ) = 1.

Then
∑

g∈(Z/mZ)×
χ(g ) log |g ε|= (1−χ(j ))

∑

χ(g ) log |g · (1−ζ)|
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so this is compatible with Stark’s conjecture, with αχ = (−1/2?) 1
(1−χ(j )) .

Note that this depends on j and is no longer rational, but it’s visibly Galois-
equivariant.

7.5. Imaginary quadratic fields. Now let’s look at the case where K =
Q(
p
−d ) and E/K is abelian. We’re going to prove Stark’s conjecture in

this case by studying a characterχ : Gal(E/K )→C×. [A reference is Stark’s
paper “Derivatives of L-functions... IV,” but our argument will be a little
different.]

Recall that for an abelian extension over Q of the form Q(ζm )/Q, our
verification of Stark’s conjecture came down to studying

d

d s
|s=0

∑

n∈Z

|n +α|−s =−
1

2
log((1−u )(1−u−1)), u = e 2πiα.

OverQ(
p
−d ), in order to evaluate L′(0,χ)we have to similarly evaluate

d

d s

∑

z∈Λ⊂C

|z +α|−s =?

for α ∈ K and Λ an ideal inQ(
p
−d ). This turns out to be log |ϕ| for some

ϕ ∈ Q× (analogous to the result over Q). In fact, it’s a special value of
some modular function. This reflects a broader analogy between Q and
a quadratic imaginary field, in which results over Q extend to quadratic
imaginary fields after replacingGm by an appropriate elliptic curve.

More precisely, we’ll show:

Theorem 7.5.1. For z ∈H, α = pz +q 6= 0 where p ,q ∈Q, there exists M
such that

H (z ) :=
d

d s
|s=0

∑

(c ,d )∈Z2

1

|c z +d +α|s
=

1

M
log |ϕ|

whereϕ is a modular function onΓ(N )\H and N ∈Z is such that N p , N q ∈
Z.

Remark 7.5.2. This formula, together with the explicit description of ϕ,
is called Kronecker’s second limit formula. Kronecker’s first limit formula
deals with the case α= 0.

In fact, the q-expansion ofϕ at every cusp has coefficients insideQ(ζN ).
Now, X (N ) has a model overQ(ζN ), so this implies that ϕ ∈Q(ζN )(X (N )).
Therefore, for any CM-point z we have ϕ(z ) ∈Q, because z corresponds
to a point of X (N ) defined overQ.

We won’t discuss this fact about the Fourier coefficients; it follows from
a finite computation (of the first few coefficients). The point is that being
holomorphic is very close to being algebraic.
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Remark 7.5.3. This proof is quite remarkable. To evaluate a sum, it recog-
nizes that a family of variations is actually a modular function, and then
specializes. It’s “obvious” from modern perspectives.

Stark proves Theorem 7.5.1 by an explicit computation. We’ll sketch
that, and then we’ll try to explain why this should be true by “pure thought.”

Sketch of explicit proof. First sum over d , using the evaluation of

d

d s
|s=0

∑ 1

|d +β |s

that we performed earlier. (Recall that we only addressed this for real α
earlier, so one first has to extend this formula.) Then one gets a sum over
logarithms, which (after addressing convergence issues) can be recast as
the logarithm of an infinite product, which turns out to be the same as
that which shows up in the Jacobi triple product formula. This is a highly
non-trivial analysis, but ends up working out. ♠♠♠ TONY: [never un-
derstood JTP] �

Now we give the conceptual proof that H = log |ϕ|. The outline is as
follows.

(1) First show that H is Γ(N )-invariant, i.e. descends to a function on
Γ(N )\H. We write

H (z ) =
d

d s
|s=0

∑

(c ′,d ′)∈Z2+(p ,q )

1

|c ′z +d ′|s
.

(2) Check that ∂ ∂H = 0, i.e. H is harmonic.
(3) Argue that for a suitable integer M , M ·H is locally of the form

log |ϕ| near every point of X (N ). (Any harmonic function is the
real part of a holomorphic function, which you exponentiate. The
integer is needed at the cusps, because you can exponentiate cer-
tain things.)

(4) There is an obstruction to globalizingϕ, which lies in H 1(X (N ),S1).
This is torsion by an argument with Hecke operators (the “Manin-
Drinfeld” trick, which is usually used in a different context).

Proof Sketches. (1) Note that for γ=
�

a b
c d

�

∈ SL2(R) and z ∈H,

Im (γz ) =
Im z

|c z +d |2
. (7)

Set

Zs (z ) =
∑

(c ′,d ′)∈Z2+(p ,q )

Im (z )s

|c ′z +d ′|2s
.
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If there were no shift, and we omitted the origin, then this would be just
the standard real-analytic Eisenstein series. By (7) we can rewrite this as

Zs (z ) =
∑

(c ′,d ′)∈Z2+(p ,q )

Im (γc ′,d ′(z ))s

where γc ′d ′ is any matrix in SL2(R) of the form

�

∗ ∗
c ′ d ′

�

. For γ∈ Γ(N ),

Zs (γz ) =
∑

(c ′,d ′)∈Z2+(p ,q )

Im (γc ′d ′γz )s

and γc ′d ′γ has the same property as the γc ′d ′ (this was the key property
of choosing N to be a common denominator). So we’ve established that
Zs (z ) is ΓN -invariant. Now this isn’t quite the same as Zs (z ), but at s = 0
they basically coincide. More precisely, we claim that

H (z ) =
1

2

d

d s
|s=0Zs (z ).

It is easy to see that

H (z ) =
1

2

d

d s
|s=0Zs (z )− log(Im z )Z0(z )

so the result follows from the computation that Z0 ≡ 0.

Exercise 7.5.4. Check this. (It’s similar to how L-functions for non-trivial
characters vanish at 0). This fails if α= 0.

(2) Zs (z ) is convergent for Rep s � 0, but it extends by meromorphic
continuation in the s -variable. In fact, (s − 1)Zs (z ) is holomorphic in s
and smooth in z . Let∆ be the Laplacian −y 2(∂x x + ∂y y ) onH. (This is the
Laplacian associated to the hyperbolic metric, or alternativley the one
that is SL2 invariant.) Then you can check that

∆(Im (z )s ) = s (1− s ) Im (z )s .

Since ∆ is SL2(R)-invariant, ∆Zs = s (1− s )Zs by a term-by-term compar-
ison. Technically, this requires some things about absolute convergence,
and then analytic continuation - that’s ultimately a matter of the level of
smoothness.

Therefore,

∆(
d

d s
Zs ) = s (1− s )

d

d s
Zs +(1−2s )Zs .

Evaluating at s = 0, we get ∆( d
d s
|s=0Zs ) = Z0. But as mentioned above,

for s = 0 we have Zs ≡ 0. (When α = 0, i.e. of the first Kronecker Limit
Formula, d

d s
Zs is not quite harmonic.)
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Remark 7.5.5. There is a general story underlying this - see the paper of
Quillen, “Determinants of Cauchy-Riemann operators on Riemann sur-
faces.” There, |φ| is interpreted as the determinant of the ∂ -operator act-
ing on a line bundle on the elliptic curve determined by z .

We’re going to mostly skip (3) because it’s just a local computation at
the cusps. It has no content at the interior, since that’s just a general prop-
erty of harmonic functions: if H is harmonic, then H = Repψ = log |eψ|.
The real content is why you can still do this at the cusps, and the ques-
tion boils down to understanding the asymptotic behavior at the cusps of
H . This is one of the first things treated. Basically, you study the asymp-
totic version of the differential equation determined by harmonicity, and
at the cusps you find that you should get a linear combination of some
simple fundamental solutions.

(4) Now we argue that Zs (z ) is globally 1
M

log |ϕ|. The obstruction to
globalizing ϕ is represented by a class α ∈H 1(X (N ),R/Z). We claim that
α is torsion.

Manin and Drinfeld proved that for any cusps α,β for X (N ), [α]− [β ]
is torsion in Jac(X (N )), i.e. there exists M such that M ([α]− [β ]) =Div( f ).
Their original motivation was to construct rational points on an elliptic
curve by projecting points from X (N ) via modular correspondences. (We
now know that for an elliptic curve E of conductor N , then there is a uni-
formization X0(N ) → E , hence also J0(N ) → E .) The first thing you try
is to use the cusps, and this is telling you that you can only get torsion
points.

Example 7.5.6. Consider X0(11). Then 10([∞]− [0]) = ∆(11z )
∆(z ) . Akshay says

that [∞]− [0] is even actually 5-torsion. In fact, X0(11) is an elliptic curve
of conductor 11. There are three such: one is X0(11)/〈[0]−[∞]〉. The other
is X1(11), and this admits a degree 5 isogeny to X0(11).

X1(11)→Z0(11)→X0(11)/〈[0]− [∞]〉.

Going down the isogenies, the equations get bigger and bigger, because
the Faltings height gets bigger.

Claim 1. There exists a prime p such that Tp has eigenvalue p + 1 acting
on H (z ). (In fact any prime p ≡ 1 (mod N )will work.)

Claim 2. All eigenvalues λ of Tp on H 1(X (N ),R) satisfy |λ|< p +1.

These two results put together imply that the class of H (z ), αmust be
torsion (after also ironing out some issue with S1-coefficients). Indeed, if
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α were not torsion, then its image in H 1(X (N ),R/Q) would be non-zero.
If you trace through the derivation of the obstruction class, you get that
Tpα = (p + 1)α, hence Tpα = (p + 1)α. By composing with a linear map

R/Q→Q, we get α ∈ H 1(X (N ),Q) with Tpα = (p + 1)α. Therefore, α = 0.
That implies that α is 0, i.e. α is torsion.

Remark 7.5.7. The Ramanujan conjecture, proved in this case by Shimura,
implies that all the eigenvalues λ of Tp satisfy the stronger bound |λp | ≤
2
p

p , using an interpretation of the eigenvalues of Hecke in terms of point
counts on the Jacobian Jac(X (N )).

Proof of Claim 2. We observe that if f is a function on Γ(N )\H, and f → 0
at the cusps, and Tp f = (p + 1) f =⇒ f = 0. Why? Choose x ∈ Γ(N )\H
maximizing | f |. Then

(p +1) f (x ) = Tp f (x ) =
∑

y∈Tp x
︸︷︷︸

set size p +1

f (y ).

Here we think of Tp as a “multivalued function in x .” By the maximality
assumption of | f (x )|, we must have f (y ) = f (x ) for all y ∈ Tp x . Similarly,
f (y ) = f (x ) for all y ∈ Tp (Tp (x )), etc. But

⋃

T n
p (x ) is dense inH, because it

is the orbit of x under PGL2(Z[1/p ])♠♠♠ TONY: [why?], which is dense
in PGL2(R). Hence f is constant, and this constant must be 0.
♠♠♠ TONY: [Akshay says that this should still true for mod ` modular

forms, although nobody knows how to do it]
For H 1(X (N ),R) each class is represented uniquely by f (z )d z+g (z )d z

for f , g weight 2 cusp forms. We want to view this as a function, so we can
apply the preceding result. Now f (z )d z +g (z )d z is a 1-form on Γ(N )\H,
i.e. a function on the tangent bundle of Γ(N )\H. PSL2(R) acts onH, hence
on its unit tangent bundle (using the natural Riemannian metric on H),
and this action is simply transitive (its stabilizer in H was SO2(R)). So we
get a function on Γ(N )\PSL2(R), which is the aforementioned unit tan-
gent bundle, and we can apply the same argument (noting that because
f , g are cusp forms, this function goes to 0 at∞). �

Proof of Claim 2. We have to compute TpZs . Zs is a function on Γ(N )\H,
but for this argument we will prefer to think of Zs as a function on the set
{lattices Λ⊂C,α∈N−1Λ/Λ)} and Zs takes this to

vol(Λ)s
∑

z∈(Λ+α)

|z |−2s .
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Then

TpZs (Λ,α) =
∑

Λ′
[Λ′:Λ]=p

Zs (Λ′,α)

= p−s vol(Λ)s
∑

Λ′
[Λ′:Λ]=p

 

∑

z∈Λ′
|z +α|−2s

!

The z that appear in this sum are one of the following form:

• If z ∈Λ, then z ∈Λ′ for all (p +1)Λ′s .
• If z ∈ p−1Λ but z /∈Λ, then z ∈Λ′ for a unique Λ′,

Therefore, the above is

= p−s vol(Λ)s






p
∑

z∈Λ

1

|z +α|2s
+
∑

z∈p−1Λ

1

|z +α|2s s






.

The first part is p 1−sZs (Λ,α) and the second is p sZs (Λ, pα). If p ≡ 1 (mod N ),
then we get (p s +p 1−s )Zs (Λ,α). At s = 0, we get p +1, as desired. �

Reference: Siegel, “... advanced analytic number theory.”
�
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8. CLASS NUMBERS OF CYCLOTOMIC FIELDS

8.1. Reformulating Stark’s conjecture. Let E/K be a field extension with
Galois group G and ρ : G → GL(V ) a representation. Stark’s conjecture
predicts that

L(s ,ρ∗)∼αρs rρρ(R) near s = 0

where ρ(R) ∈ Z (R[G ])∗/Z (Q[G ])∗ and αρ ∈ Q(ρ)∗. If we admit the re-
fined conjecture (which we shall always do in the future), then we get
that moreover ρ 7→αρ is Galois equivariant.

We can reformulate this by using aC[G ]-valued L-function. This is just
a matter of packaging - we replaced the regulator with something in the
group algebra, and now we want to do the same for everything else. Let
eρ ∈ C[G ] be the idempotent associated to ρ, i.e. if α is an irreducible
representation (viewed on the group algebra), then we have an equality
of endomorphisms

α(eρ) =

(

0 α 6∼=ρ,

Idρ α∼=ρ.

Exercise 8.1.1. Check that eρ = dimρ ·χρ∗ .

Solution. We recall the orthogonality of matrix coefficients:

1

|G |

∑

g∈G

〈ρ(g )x , y 〉〈α(g )w , z 〉=

(

0 α 6∼=ρ,
1

dimρ
〈x , w 〉〈y , z 〉 α∼=ρ.

This immediately shows that if α 6∼=ρ then

α(e ∗ρ) =
∑

g∈G

eρ(g )α(g ) = 0

since eρ ∝χρ is a matrix coefficient of ρ.
On the other hand, if α ∼= ρ and x i in an orthonormal basis for the

space of ρ, then the j k -matrix coefficient of α(eρ) is
*

∑

g∈G

〈ρ(g )x i ,x i 〉α(g )x j ,xk

+

=
∑

g∈G

〈ρ(g )x i ,x i 〉〈α(g )x j ,xk 〉

=
δi j k |G |
dimρ

Summing over i , we find that

〈α(χρ∗)x j ,xk 〉=
δj k

dimρ
.

This shows that eρ = dimρ ·χρ∗ . �
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Set

L (s ) =
∑

irred. ρ

L(s ,ρ∗)eρ ∈Z (C[G ]).

(This is in the center because evaluating at idempotents identifies C[G ]
with a direct sum of matrix algebras, and the eρ are identity matrices in
their respective components.)

The projection of L (s ) to different ρ have different vanishing orders,
so it’s best to talk about vanishing orders ofL (s ) after projecting to var-
ious factors. Let {ρ1, . . . ,ρr } be an orbit of Aut(C) on the irreducible rep-
resentations of G . This corresponds to aQ-simple factor A ofQ[G ]. That
is, sinceQ[G ] is a semisimpleQ-algebra, we have

Q[G ]∼=
⊕

M n i (Di ).

If we pick a simple summand A =M N (D) where [Z (D) :Q] = r , then after
tensoring up to C it will break into r different matrix algebras), corre-
sponding to the representations ρ1, . . . ,ρr .

By the explicit formula for rρ, we get that rρ is constant on {ρ1, . . . ,ρr }.

Exercise 8.1.2. Check this.

WriteLA(s ) for the projection ofL (s ) to A ⊗C andRA for the projec-
tion ofR to A ⊗C.

Conjecture 8.1.3 (Reformulation of Stark’s conjecture). For each A,

LA(s )∼αA s rARA near s = 0

for some α∈Z (Q[G ])∗.

We recover the old conjecture by applying ρ ∈ {ρ1, . . . ,ρr }:

L(s ,ρ∗)∼ρ(αA)s rρρ(RA)

where ρ(α) is the scalar by which α acts in ρ. Here rρ = rA for all ρ in
the equivalence class determined by A. Note that now the Galois equiv-
ariance is now packaged into the statement. We can absorb ρ(αA) into
ρ(RA) to write this more concisely as

L(s ,ρ∗)∼ s rρρ(RA).

Note that this is a slight abuse of notation since ρ(RA) is a linear trans-
formation, but sinceRA is in the center of the group algebra it is a scalar
multiple of the identity, and we identify it with that scalar.
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8.2. Stickelberger’s Theorem. Let E/K be an abelian extension of num-
ber fields with Galois group G .

Fantasy. We would like to have an “equivariant class number formula”

LA ∼ s r hARA

wA
, near s = 0

where hA ∈ Z[G ]. What would hA be? Since we are in a fantasy, we can
dream that there is a decomposition

ClE
∼=Z[G ]/α1⊕Z[G ]/α2⊕ . . .⊕Z[G ]/αr .

Then we set hA = (α1 · . . . ·αr )A . This is still only defined up to Z[G ]×. So at
the very least, hA ∈Z[G ] should kill (ClE )A as an endomorphism. Now that
is a statement that does make sense, without all this fantasized structure.

Conjecture 8.2.1 (Brumer-Stark-Stickelberger). If E/K is abelian, then

wE ·LB (0) annihilates ClE .

Here wE is the number of roots of unity in E andLB is a slightly mod-
ified version of the L-function to make this non-trivial, which we will
shortly explain. As a first approximation, you can just think of it asL .

We have
L (s ) =

∑

χ

L(s ,χ−1)eχ

where eχ = 1
|G |

∑

g∈G χ(g )
−1 g (Check that this is compatible with Exercise

8.1.2). Now A corresponds a Galois orbit {χ1, . . . ,χr }. All the χi have a
common conductor f (an ideal of K ). That was the point of restricting to
things in a single Galois orbit. For χ ∈ A,

L(s ,χ−1) =
∑

(I ,f)=1

χ−1(I )
(Nm I )s

whereχ(I =
∏

pa i
i )→G takes pi 7→ Frobpi and extends by multiplicativity.

So

L (s )A =

 

∑

χ

L(s ,χ−1)eχ

!

A

=







∑

χ

1

|G |

∑

g∈G

L(s ,χ−1)χ(g )−1 · g







A

=







1

|G |

∑

χ

∑

g∈G

∑

(I ,f)=1

χ−1(I )χ−1(g )
(Nm I )s

· g







A

.
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Hence by the usual cancellation of summing over χ , we have

L (s )A =







∑

(I ,f)=1

1

(Nm I )s
[I −1]







A

where here [I −1] is the class of I in G .

Example 8.2.2. Let E = Q(ζm ), K = Q, and A any orbit of a character of
(Z/mZ)×. Then

L (s )A =







∑

a

[a−1 mod m ]







∑

n≡a (mod m )

1

n s













A

∈C[(Z/mZ)×].

ThenLB is basically defined by this formula without the projection to
A. Let f = disc(E/K ), an ideal of K . Then

LB =
∑

(I ,f)=1

1

(Nm I )s
[I −1].

So this is like L but removing the same Euler factors from everything,
whereas the characters have different levels of ramification (conductor).

Example 8.2.3. Let E =Q(ζm ), etc. ThenLB =L from now on is

LB (s ) =
∑

a∈(Z/mZ)×
[a−1]

∑

n≡a

1

n s
.

ThenLB (0) (from Hurwitz zeta function) is
∑

a

[a−1]
�

1

2
−
§ a

m

ª

�

.

The number of roots of unity in Q(ζm ) is m if m is even and 2m if m is
odd. So if m is odd, then Brumer’s conjecture in this predicts that

m
∑

a

[a−1]−2
∑

a∈(Z/mZ)×
[a−1]a kills ClQ(ζm ) .

Remark 8.2.4. LB is present in order to make a clean integral conjecture
possible, since the splitting occurs overQ and not Z.

Theorem 8.2.5 (Stickelberger). The element
∑

1≤a<m ,(a ,m )=1

a [a−1]∈Z[(Z/mZ)×].

kills Cl(Q(ζm )).
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This proves Brumer because
∑

a [a
−1] realizes the ideal norm (toQ, and

then extended back) and so kills Cl(Q(ζm )). In fact, we even win by an
extra factor of 2.

Remark 8.2.6. Cl(Q(ζm )) is trivial until m = 23 and then starts to increase
rapidly in size.

Note that this says nothing about Cl(Q(ζm )+ =Q(ζm +ζ−1
m ). That’s be-

cause on this subfield you can pair up the action of a and −a , and so the
thing is formally 0 again.

Exercise 8.2.7. Check this.

Next we’ll prove Stickelberger’s theorem, and prove Herbrand’s theo-
rem (which is Stickelberger plus ε). We’ll finish up by doing the converse
to Herbrand’s theorem. This involves Euler systems plus more (both real
and p -adic L-functions).

Proof. The idea is to factorize Gauss sums. Let K = Q(ζm ) and ` ≡ 1
(mod m ) be a prime. In OK , (`) splits into λ1 · . . . · λd . Let d = [K : Q],
where λi is a prime of degree 1. The class of λi , as ` varies, generates
ClK (basically Dirichlet/Cebotarev for this field, because the density of
primes of degree > 1 is 0.)

Let θ =
∑

1≤a<m ,(a ,m )=1 a [a−1]. So it’s enough to show that θ kills all
such λi . But for that it’s enough to show that θ kills one of them.

In other words, we want some element of K whose associated ideal
factors as θ (λ1). If we index λi by (Z/mZ)×, then

θ (λi ) =
∏

a∈(Z/mZ)×
λa

a−1 .

For example, for m = 5 this is

λ1
1λ

3
2λ

2
3λ

4
4.

Let χ : (Z/`Z)×→µm be a non-trivial character. Fix ζ` a primitive `th root
of unity. Let gχ be the Gauss sum

gχ =
∑

x∈(Z/`Z)×
ζx
`χ(x ).

A priori this lies in K ∗ := K (ζ`), but we claim that in fact g m
χ ∈ K , and has

the desired factorization.

Exercise 8.2.8. As a plausibility check, compute the norms down toQ and
check that they agree.

Properties of Gauss Sum.
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(1) Let τ∈Aut(K (ζ`)/K ). Then we claim that

g τχ = gχχ([τ]−1)

where [τ] is the corresponding element of (Z/`Z)×. In other words,

g τχ
gχ
=χ([τ]−1)∈µm .

If you think about this carefully, you’ll see that this is the only
property of the Gauss sum that we need.

Proof. For τ∈Aut(K ∗/K )∼= (Z/`Z)∗, we have

τ(gχ ) =
∑

i∈(Z/`)×
χ(i )ζi [τ]

` =χ([τ])−1 gχ .

This shows that g m
χ is τ-invariant, since χ has image in µm by

definition. �

(2) The norm of gχ to Q is a power of `, so the only primes dividing
gχ are above `. In fact, |gχ |2 = `, and the same is true for any
conjugate.

Exercise 8.2.9. Check this.

So ` splits completely K as λ1, . . . ,λd , and each of these is totally rami-
fied in K ∗. We’ll factorize gχ in K ∗ and then pass to K .

fλ1 · . . . ·fλd

zz $$

K ∗

λ1 · . . . ·λd

$$

K

d=ϕ(m )

Q(ζ`) π`−1

zz

Q

`

where π= 1−ζ`.
So let’s compute

gχ (mod eλi
`−1
)≡

∑

x∈(Z/`)×
χ(x ) ζx

`
︸︷︷︸

(1+π)x

(mod eλi
`−1
)
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Now, viewing
χ : (Z/`)×→O ×K → (OK /λi )× ∼= (Z/`)×

as a map (Z/`)×→ (Z/`)×, it must be of the form x 7→ x q for some 0≤ q ≤
`−1. So

gχ (mod eλi
`−1
)≡

`−1
∑

x=1

x q (1+π)x (mod eλi
`−1
)

=
`−1
∑

x=1

x q

�

1+πx +
π2x (x −1)

2
+ . . .

�

(mod eλi
`−1
)

expanding by the binomial theorem in the last equality. We’re doing this
by brute force for now; we’ll see a better way later. Now,

∑`−1
x=1 x i ≡ 0

mod ` unless x i = 1 for all x , i.e. `− 1 | i . So all the terms vanish mod
eλ`−1

i until you hit i = `−1. For the purposes of computing the valuation,
we can focus on the lowest-order contributing term:

π`−1−q
`−1
∑

x=1

x q

�

x

`−1−q

�

s i mπ`−1−q
`−1
∑

x ′=1

x `−1 ∼−π`−1−q .

(Here ∼means up to units.) Now v
fλi
(π) = 1, so the upshot is that

v
fλi
(gχ ) = `−1−q if χ = (x 7→ x q ): (Z/`)×→ (Z/`)×.

Ok, so we’ve found that

v
fλi
(g m
χ ) =m (`−1−q ).

Therefore,

vλi (g
m
χ ) =

m (`−1−q )
`−1

=m −
q

(`−1)/m
.

How does q vary with λi ? Takeσ ∈Gal(K /Q)∼= (Z/mZ)×. Suppose

χ(x )≡ x q (mod λ)

for x ∈ (Z/`)×. Then
χ(x )[σ] ≡ x q (modσλ).

Therefore,
χ(x )≡qq [σ]−1

(modσλ).
If we choose λ1 so that qλ1 =

`−1
m

, then qσλ1 =
`−1
m
[σ−1] (choosing 1 <

[σ−1]<m ).
So

(g m
χ ) =

∏

σ∈Gal(K /Q)

(σλ1)m−[σ
−1].
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Therefore,
∏

(σλ1)[σ
−1]

is principal, because we know that
∏

σ(σλi )m is principal (and in fact
equal to `m ). �

Remark 8.2.10. As alluded to earlier, if you think about this carefully then
you’ll realize that we didn’t really need to know about the Gauss sum. We
could have worked out vλi (g m

χ ) (mod `−1) by pure thought. How?

fλ1 · . . . ·fλd

zz $$

K ∗

λ1 · . . . ·λd

$$

K

d=ϕ(m )

Q(ζ`) π`−1

zz

Q

`

Now, K ×
fλi
/Kλi is a totally ramified extension of degree ` − 1. So gχ ∈

K ×
fλi

. We know what τ(gχ )/gχ looks like, for τ in the Galois group (Z/`)∗

(namely χ([τ]−1)).
More abstractly, say L/E is a totally, tamely ramified extension of local

fields with Galois group G . Then there’s a homomorphism G → k×L = k×E
given by τ 7→ τ(πL )

πL
∈ k×L , where πL is a uniformizer. This is independent of

the choice of πL because the extension is totally ramified (G acts trivially
on the residue field). In our case L = K ×

fλi
, E = Kλi this gives the usual

identification of Gal(L/E )with (Z/`)×.
Given x ∈ L, we can determine v (x ) mod [L : E ] from the knowledge of

τ(x )/x for τ∈G . The reason is that

τ(x )
x

(mod πL)≡
�

τπL

πL

�v (x )

(mod πL).

This determines v (x )modulo |G |, i.e.

τ(x )
x

mod πL = [τ]v (x )

where [τ] is the image of τ∈G in k×E .
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In our case, we know that
τ(gχ )

gχ
=χ([τ])−1, so

χ([τ])−1 mod λi = [τ]
val

eλi
(gχ ).

This matches what our earlier computation: χ([τ]) mod λi = [τ]q of χ =
(x 7→ x q ).
♠♠♠ TONY: [can we recover what we want by varying `? Ah yes]
So we could have reconstructed the element gχ as following. Since

χ([τ])−1 is a unit, it’s of the form
τ(gχ )

gχ
for some gχ by Hilbert’s Theorem

90.

Stickelberger’s Theorem is usually phrased in the following stronger
way. Let

θ =
∑

(Z/m )×
[i−1]

�

i

m

�

∈Q[(Z/mZ)×]

We just showed that mθ kills the class group. The stronger version is that
ifτ∈Z[G ] is such thatτθ ∈Z[G ] thenτθ kills Cl(Q(ζm )). This refinement
basically has to do with formulating things in a more refined way in terms
of the group algebra.

Example 8.2.11. For any c ∈ (Z/m )×, the elementτ= c [1]−[c ]∈Z[(Z/m )×]
satisfies τθ ∈Z[G ], because

τθ = c
∑

i

[i−1]
�

i

m

�

−
∑

i

[c i−1]
�

i

m

�

=
∑

i

[i−1]
�

c

�

i

m

�

−
�

i c

m

��

.

Letσc ∈Gal(K /Q)∼= (Z/m )× have image c . But also g c
χ/g σc

χ ∈ K , since for
γ∈Aut(K ∗/K ),

γ(g c
χ ) =χ([γ]

−1)c g c
χ

and

γ(g σc
χ ) = g γσc

χ =χ([γ]−1)σc g σc
χ =χ([τ]

−1)c g σc
χ .

Factorizing g c
χ/g σc

χ shows that τθ kills ClQ(ζm ). In other words, the role
of m in our argument before was used in two places: to multiply θ and
to exponentiate gχ , and that is replaced by something else (namely τ) in
the group algebra.

Exercise 8.2.12. Work this out.

You can check that any element taking θ into Z[G ] is a linear combi-
nation of these.
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We remind you that this is suggested by looking at the equivariant L-
functionL (s ) ∈C([Z/mZ)×]. If something the equivariant analytic class
number formula is true, thenL (0) to kill Cl(Q(ζm )).

8.3. Herbrand’s Theorem. Now we specialize the previous setting to the
case where m = p is a prime. We want to look at the p -part of the class
group of Q(ζp ), call it Cp . Why would we do that? This has a special
significance which we’ll talk about in a moment. Now, Cp has an action
of (Z/p )× via Galois, which induces a decomposition

Cp =
⊕

Cp ,i

where Gal(K /Q)∼= (Z/p )× acts on Cp ,i by x 7→ x i .
Since we will use this repeatedly, we highlight this construction. More

generally, if A is an Zp module with an action of (Z/p )×, then

A ∼=
⊕

i

A i , A i = {a ∈ A |σ(a ) =ωi (σ)a }

where we view σ ∈ (Z/p )× and ω: (Z/p )× → Z×p is the Teichmüller char-
acter, with image µp−1. (It furnishes the unique multiplicative inverse to
the reduction mapZ×p → (Z/p )×.) It is important to note that this splitting
occurs integrally.

Theorem 8.3.1 (Herbrand, Ribet). For i even and 2≤ i ≤ p −3

C1−i 6= 0 if and only if p | ζ(1− i ).

The direction =⇒ is due to Herbrand, and is much easier. The con-
verse was due to Ribet, but also proved by Kolyvagin using Euler systems,
and that is the proof we’ll follow.

Example 8.3.2. For p = 37, p | ζ(−31). This is the first p for which an
interesting example occurs.

Digression on the motivation. The C i arise naturally when one com-
putes Galois cohomology of Zp (r ). Through this, they arise in algebraic
K -theory. (Recall that the “Tate twist” Fp (r ) is defined by Fp (r ) := µ⊗r

p as

a Gal(Q/Q)-module.)
Let Γ be the Galois group of the largest extension ofQ unramified out-

side p . What comes up often is the group cohomology H 1(Γ,Fp (r )), in
its equivalent guise H 1

ét(Z[1/p ],Fp (r )). The Chern character of algebraic
K -theory is valued in this group.

How do you compute the Galois cohomology? You restrict to a group
where the action becomes trivial. The action on Fp (r ) becomes trivial
when restricted to the subgroup Γ′ = ker(Γ → Gal(Q(ζp )/Q)), since this
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fixes µp . Let Γ′ be the Galois group of the maximal extension of Q(ζp )
unramified outside p . Then we have

H 1(Γ,Fp (r ))∼=H 1(Γ′,Fp (r ))Γ/Γ
′=(Z/p )× .

(Here we assume that p−1 - r . If p−1 | r , then the module is trivial. ♠♠♠
TONY: [still true though?]) This is (Hom(Γ′,Fp )⊗ Fp (r ))Γ/Γ

′ because Γ′

acts trivially on Fp (r ). This in turn is Hom(C ′r ,Fp ) where C ′ = (Γ′)ab, the
(Ray) class group of Q(ζp ) and C ′r is that part on which (Z/p )× acts by
x 7→ x r .

By class field theory, C ′maps to C with kernel described by local/global
units by class field theory.

Proof of Herbrand’s Theorem. Let 2≤ i ≤ p−3 be even and k be such that
i + k = p . Then k = (p − 1) + (1− i ) ≡ (1− i ) (mod p − 1). We suppose
that Cp ,k 6= 0 (the summand of the p -part of the class group whereσ acts
by σ(a ) =ωk (σ)a ). We’re going to plug this into Stickelberger’s theorem
and see what comes out.

The statement we’ll use is that for any c ∈ (Z/p )×, if θ =
∑

{ i
m
}[i−1]

then (c [1]− [c ])θ ∈Z[G ] and annihilates Cl(K ). Since the group action is
described by the Teichmüller character ω, this translates into the asser-
tion that ωk ((c − [c ])θ ) lies in Zp and kills Cp ,k , hence must be divisible
by p . (We are extendingω: (Z/p )×→ (Z/p )× to Z[(Z/p )×]→Z×p .)

It remains to relate this to an L-function. Let χ = ωk : (Z/p )× → Z×p .

Then (c −χ(c ))
∑

n

i
p

o

χ(i )−1 ∈ Zp (it is a priori in Qp , but we showed it’s

actually in Zp ) kills Cp ,k .
Now recall that we showed earlier

L(0,χ−1) =
p−1
∑

i=1

�

1

2
−
�

i

p

��

χ(i )−1.

(You might complain that L is valued in Zp , but recall we developed an
algebraic theory for this and the values agreed.) Since χ is nontrivial, the
sum over the constant term vanishes and we get

L(0,χ−1) =−
p−1
∑

i=1

�

i

p

�

χ(i )−1.

So (c −χ(c ))L(0,χ−1) kills Cp ,k . Modulo p we have χ(c )≡ c k (mod p ), so
c −χ(c ) is a p -unit because c is a generator. Then L(0,χ−1) = L(0,ω−k ) ∈
Zp kills Ck , so p | L(0,ω−k ).

Finally, it remains to relate L(0,ω−k )with ζ(1− i ). We have

L(0,ω−k ) =
∑

(n ,p )=1

ω−k (n ).
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Now, ω−k (n ) (mod p ) ≡ n−k (mod p ) ≡ n p−1−k ≡ n i−1 (mod p ). We dis-
cussed how termwise congruences give rise to congruences of the regu-
larized sum. So

L(0,ω−k )≡
∑

(n ,p )=1

n i−1 = ζ(1− i )(1−p i−1).

Remark: the condition on the exponents for deducing this kind of stuff is
not satisfied here, so you have to do the dilation tricks. �
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9. CONVERSE TO HERBRAND’S THEOREM

We have proved that

p |C1−i =⇒ p | ζ(1− i )

or more precisely p | L(0,ω−k ), which is a factor of the zeta function. You
can think of this as saying that the splitting up of the class group is com-
patible with the splitting up of the zeta function.

9.1. Ribet’s proof. We’re going to sketch Ribet’s proof. We start with the
fact that p | ζ(1− i ), and then produce element of the class group. Pro-
ducing elements of the class group is difficult; it is easier to bound from
above. In order to bound from below, in Kolyvagin’s proof you use the
class number formula.

Suppose p | ζ(1− i ), where i is even. We can consider the Eisenstein
series of weight i :

E i (z ) = (?)+
∞
∑

n=1

σi−1(n )q n

What’s the constant term? You remember the constant term by the fact
that it should give you 0 when q = 1.

Exercise 9.1.1. Why is this the case?

Now, we have
∑σi−1(n )

n s
= ζ(s )ζ(s − i +1)

so plugging in s = 0 shows that the constant term of E i (z ) is−ζ(0)ζ(1−i ).
Now, p | ζ(1− i )means that the Eisenstein series mod p is a cusp form.

So by Riemann Roch, you can lift to a cusp form of weight i such that
f ≡ E i , i.e. a n ≡σi−1(n ) mod p .

Exercise 9.1.2. Figure out this lifting step.

Then f has a Galois representation ρ f : GQ := Gal(Q/Q) → GL2(Qp ).
The congruence f ≡ E i implies that the `th Hecke eigenvalue is≡σi−1(`) =
1+ `i−1 (mod p ). Thus

trρ f (Frob`)≡ tr

�

ωi−1 0
0 1

�

(Frob`) (mod p ).

So we have determined the semisimplification of the reduction:

ρ f
s s (mod p ) =

�

ωi−1 0
0 1

�

.

Exercise 9.1.3. Why can you reduce a Galois representation?
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Ribet shows that you can choose the reduction to be of the form

�

ωi−1 ∗
0 1

�

where ∗ is non-zero; i.e. the corresponding representation is an extension
of the form

0→Fp →?→Fp (i −1)→ 0.

The restriction of ∗ to Gal(Q(ζp )) :=Gal(Q/Q(ζp )), defines a Galois-equivariant
homomorphism Gal(Q(ζp )) → Fp (i − 1). We claim that this is unrami-
fied, which by class field theory implies that it factors through a Galois-
equivariant homomorphism Hom(Cp ,Fp (i − 1)). By the description of
the Gal(Q(ζp )/Q) action on Cp , this homomorphism even factors through
Hom(Cp ,1−i ,Fp ), which shows that Cp ,1−i is non-zero. ♠♠♠ TONY: [It’s
supposed to be clear that this extension can’t be split.]

It’s easy to see this away from p ; the key is that this is unramified at
p , i.e. descends to ∗ ∈ Hom(Cp ,1−i ,Fp ). Now, Ek being weight k relates
to p -adic Hodge theory in some form, which wasn’t available to Ribet,
so he replaces Ek with a congruent weight 2 Eisenstein series (i.e. run
the whole argument using something of weight 2 with the right constant
term, instead of Ek ). This is a useful trick! So it turns out that there exists
a weight 2 cusp form f ′ ∈S2(Γ1(p ))with the property that

E ′k ≡ f ′ (mod p ).

This f ′ has an associated Galois representation ρ f ′ , which occurs in the
Tate module of Tp (J1(p )), and even in the Tate module of Tp (J1(p )/J0(p )).
This is the point of making congruences to weight 2 forms - they have
associated Galois representations which we understand well. These Ja-
cobians have bad reduction at p only, which already shows you unrami-
fiedness outside p .

The miraculous fact is that J1(p )/J0(p ) acquires good reduction over
Q(ζp ) (this is not true of J1(p ), which has semistable reduction). This plus
the theory of finite flat group schemes implies that ∗ is unramified at p .
This key fact can be guessed from Langlands predictions. ♠♠♠ TONY:
[how?] ( for f a form on S2(Γ1(p )) and not on S2(Γ0(p )), the base-change
of f toQ(ζp ) has level 1).

Remark 9.1.4. There are some subtleties to the construction, which are
not apparent in this sketch. As is, it is not clear why this doesn’t work for
i − 1 as well. This has to do with the choice of lattice used to make the
reduction.

9.2. Cyclotomic units. Let p be an odd prime and K =Q(ζp )+ =Q(ζp +
ζ−1

p ).
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Definition 9.2.1. The group C of cyclotomic units of K is the subgroup
ofO ×K generated by

Nm

 

1−ζi
p

1−ζp

!

=
(1−ζi

p )(1−ζ−i
p )

(1−ζp )(1−ζ−1
p )

.

These have really nice properties.

Definition 9.2.2. Define the regulator of C to be the covolume of log(C )
inside O ×K :

reg(C ) := vol(logO ×K / logC ).

Proposition 9.2.3. Up to powers of 2 and sign, reg(C ) is the leading term
of L(K , s ) at s = 0, i.e.

reg(C ) = (±2?) · leading term of L(K , s ) at s = 0

= (±2?)
∏

χ : (Z/p )×→C×
χ(−1)=1

(leading term of L(χ , s ) at s = 0).

Now, we know from the analytic class number formula that the lead-

ing term of L(K , s ) is also equal to
−hK reg(O ×K )

2
. Therefore, putting these

together gives

[O ×K :C ] 2?

= hK .

♠♠♠ TONY: [exericse: ratio of regulators is index] As an indication of
how nontrivial this is, we remark that O ×K /C need not be isomorphic to
the class group, even when the orders are the same.

Now there’s a p -adic analogue of Proposition 9.2.3. Basically, you con-
sider instead the p -adic logarithm logp :C → (K⊗Qp ) instead of the usual
logarithm. Let OK ,p be the ring of integers of K ⊗Qp .

Proposition 9.2.4. We have

[logp (O
×

K ,p ): logpC ] =

�

�

�

�

�

�

∏

χ 6=1

L p (1,χ)

�

�

�

�

�

�

−1

p

.

where L p is the p -adic L-function interpolating L(−k ,χ) for−k ≡ 1 (mod p−
1).

Euler systems show that the equality [O ×K :C ] = hK holds equivariantly,
i.e. #(O ×K /C )p ,k = #(Cl(K ))p ,k (broken up via characters of (Z/p )×). That
shows the converse to Herbrand.

Remark 9.2.5. The main conjecture of Iwasawa theory is basically this
carried out for ζn

p , for n growing to∞.
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Proof. (1) We showed that the leading term of L(χ , 0) is

1

2

p−1
∑

i=1

χ(i ) log(1−ζi
p )(1−ζ

−i
p ) =

p−1
∑

i=1

χ(i ) log |1−ζi
p |.

So the right hand side is

∏

χ 6=1

p−1
∑

i=1

χ(i ) log |1−ζi |.

Let γ∈ (Z/p )× be a generator. We’re going to write down a basis of the cy-
clotomic units which is better adapted to the group action (hence easier
for the computation):

¨

1−ζγ

1−ζ
,

1−ζγ2

1−ζγ
, . . . ,

1−ζγ(p−1)/2

1−ζγ(p−3)/2

«

.

Let u =NmQ(ζp )/K

�

1−ζγ
1−ζ

�

so the norms of the basis are

{u , u γ, . . . u γ(p−3)/2}.

These generate because if you want to get a particular numerator, you
multiply the right things and the denominators cancel appropriately. They
are subject to the relation

u ·u g · . . . ·u g (p−3)/2
=

∏

σ∈Gal(K /Q)

uσ = 1.

(If you multiply upstairs, you get something like −ζ−1, which is killed by
the norm.)

This shows that as a module over the group algebra, C is the integral
group algebra generated by these powers of u , modulo the relation that
their sum is 0.

So we have the logarithm

log:C → (K ⊗R)∼=Rd , d = [K :Q]

sending u 7→ (log |u |v )v arch.. We choose a basis on the target so that the
logarithm takes the form

x 7→ (log |x |g v0)g∈Gal(K /Q) = (log |g −1x |v0)g∈Gal(K /Q)

for some fixed archimedean place v0. The image is contained in the sub-
space

∑

x i = 0, where x1, . . . ,xd are the coordinates on Rd . Recall that
we’re using the volume form on this subspace given by projecting away
from one coordinate: d x1 ∧ . . .∧dd x i ∧ . . .∧d xn (which is independent of
i , up to sign). We want to figure out the covolume of the lattice

logC = (log(g ·u ): g ∈Gal(K /Q))
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This lattice is spanned by {log u , log u γ, . . . log u γ(p−3)/2}. These are not lin-
early independent, so we can’t evaluate the volume using the naïve de-
terminant formula. Instead, we invoke the following lemma.

Lemma 9.2.6. Given v1, . . . , vd ∈ Rd lying on the hyperplane
∑

x i = 0,
which satisfy

∑

vi = 0, the volume of the lattice spanned by any d − 1 of
the vi in

∑

x i = 0 is

1

d
det

�

�

(1, 1, . . . , 1)
d

+vi

�

1≤i≤d

�

.

Let e = ( 1
d

, . . . , 1
d
). Then by the Lemma,

reg(C ) =
1

d
det(e + log u , e + log u γ, . . . , e + log u γ(p−3)/2

)

=
1

d
det(e + log |u g h |v0)g ,h∈G .

We can evaluate this by viewing it as a special case of a general calculation
on the group algebra. In general, if G is an abelian group and

∑

x g g ∈
C[G ], then

det(x g h)g ,h∈G =NormC[G ]/C







∑

g∈G

x g g






.

Now, as G is abelian we have a decomposition C[G ] ∼=
∏

χ : G→C×Cχ as
G -modules, hence the above is

det(x g h)g ,h∈G =
∏

χ : G→C×

 

∑

G

x gχ(g )

!

.

We applying this with x g = 1
d
+ log |u g |v0 . For χ = 1, we get

∑

g

x gχ(g ) =
∑

g

�

1

d
+ log |u g |v0

�

= 1

since |NmK /Qu g | = 1. For χ 6= 1, the sum over 1/d cancels out and we
obtain

∑

g∈G

x gχ(g ) =
∑

g∈G

χ(g ) log

�

�

�

�

NmQ(ζp )/K

�

1−ζg ·γ

1−ζg

�

�

�

�

�

v0

=
∑

g∈(Z/p )×
χ(g ) log

�

�

�

�

1−ζg ·γ

1−ζg

�

�

�

�

fv0
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for some ev0 a place of Q(ζp ) above v0, where the last step follows from
unwinding definition of the norm of Q(ζp )/K . Then by splitting the log-
arithm into a difference and re-indexing one of the sums, the above is

= (χ(γ)−1−1)
∑

g∈(Z/p )×
χ(g ) log |1−ζg |

fv0 .

We’ve evaluated the term
∑

g∈(Z/p )× χ(g ) log |1−ζg |
fv0 before: it is the lead-

ing term of L(0,χ) up to a factor of 2.
So putting this all together, we have

reg(C ) =
1

d

∏

χ 6=1

(1−χ(γ−1)) L∗(0,χ)
︸ ︷︷ ︸

leading term

.

Now, the product over characters of (1−χ(γ−1)) is

∏

16=x∈µd

(1−x ) =
x d −1

x −1
|x=1 = d .

♠♠♠ TONY: [in lecture, d was d /2...?] Therefore, up to powers of 2 we
have

∏

χ

L∗(0,χ) = ζ∗K (0)

�

Now we move on to the p -adic version. Let Kp be the completion of K
above p and L p the completion ofQ(ζp ) above p , so L p/Kp has degree 2.

Proposition 9.2.7. We have

[logp O
×

K ,p : logpC ]p = valp

 

∏

χ

L p (1,χ)

!

.

Strictly speaking, we have not interpolated the p -adic L-function L p (1,χ).
However, the same method as we used to evaluate the p -adic zeta func-
tion L p (1,χ) applies here.

In fact, we’ll prove something more precise, which gives an equality at
level of each character χ . Let O ×L,p

b⊗Zp := lim←−N
O ×L,p/p

N . This is a finitely
generated Zp -module.

Example 9.2.8. Z×p ∼=Z/(p −1)× (Zp ,+) via the p -adic logarithm. Tensor-

ing kills the Z/(p −1) factor, so Z×p b⊗Zp
∼=Zp via the p -adic logarithm.

Proposition 9.2.9. With the notation above,
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(1) There is a decomposition of G -modules

C ⊗Zp
∼=
⊕

χ 6=1

Zp uχ

where g ·uχ =χ(g )uχ .
(2) There is a decomposition of G -modules

O ×L,p
b⊗Zp/torsion∼=

⊕

χ 6=ω

Zp vχ

where g ·vχ =χ(g )vχ andχ ranges over charactersχ : (Z/p )×→Z×p
distinct from the Teichmüller characterω.

(3) We have

logp uχ = L p (1,χ)α · logp vχ

for some p -adic unit α.

These statements compare the local units O ×L,p and the global units
C . The proposition says that Proposition 9.2.7 holds even at the level of
characters, interpreted appropriately: after tensoring withZp , everything
splits and matches up piece-by-piece.

Proof. (1) We can write down explicitly

uχ =
∑

g∈G

(g ·u )⊗χ−1(g )∈C ⊗Zp .

Exercise 9.2.10. Check that this is non-zero for all χ non-trivial (because
we know theQp -module) and spans integrally. Work out where this came
from: since p - |G |, it should be analogous to representation theory over
characteristic 0 fields.

For any x ∈C ⊗Zp , we can define the projector

Pχ (x ) =
1

|G |

∑

g∈G

(g ·x )⊗χ−1(g ).

Then g ·Pχ (x ) =χ(g )Pχ (x ), and we claim that x =
∑

χ Pχ (x ). Indeed,

∑

χ

Pχ (x ) =
1

|G |

∑

χ

∑

g

(g ·x )χ−1(g )

=
1

|G |

∑

g

(g ·x )
∑

χ

χ−1(g )

= x .
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(2) Let π be a uniformizer of OL,p , say π = 1− ζp . We filter O ×L,p in the
standard way:

. . .
Z/p
⊂ 1+π3OL

Z/p
⊂ 1+π2OL

Z/p
⊂ 1+πOL

(Z/p )×
⊂ O ×L,p .

Since ζp ≡ 1 (mod π), we have 〈ζp 〉
∼−→ (1+πOL)/(1+π2)OL , which tells us

that

(1+πOL)∼=µp × (1+π2OL).

The power series defining the p -adic logarithm just fails to converge on
1+π, but it does on 1+π2OL and this allows us to define it on 1+π. Note
thatσ ∈ (Z/p )× acts on π via

σ(π) =σ(1−ζ) = 1−ζ[σ] = 1− (1−π)[σ] = [σ]π+ (higher order)

viewing [σ] ∈ {1, . . . , p}. This tells us that (Z/p )× acts on (1+πjOL,p )/(1+
πj+1OL,p ) ∼= Fp through the character [σ] 7→ [σ]j . Recall that the Teich-
müller characterω: (Z/p )×→Z×p is the unique charactering lifting of the
identity map (Z/p )×→ (Z/p )×. By successively lifting and averaging, we
can find vωj ∈ (1+ πjOL) which transforms via ωj , and is non-zero in
(1+πjOL,p )/(1+πj+1OL,p ).

Exercise 9.2.11. Show this.

We claim that

(1+πOL)∼=µp ×Zp vω2 ×Zp vω3 × . . .×Zp vωp .

The vωj are certainly independent, since they transform differently under
G . We haven’t checked that they span. The point is that our claimed basis
generates (1+πjOL)/(1+πj+1OL) for j ≤ p . For j = p +1, that step of the
filtration transforms again like the reduction of ω2 so you come back to
v p
ω2 .

Exercise 9.2.12. Prove it.

Remark 9.2.13. If you reduce mod p , then see thatZp vωp is distinguished
in the sense that its p th roots give rise to unramified extensions.

(3) We want to compute logp (vωk ) for 2 ≤ k ≤ p − 1. This is πk z k plus
higher order terms, since vωk = 1+πk z k for some z k ∈ OL,p . So the valu-
ation of logp vw k is k if we normalize so that v (π) = 1, or k

p−1
for v (p ) = 1.

We’ll use the latter normalization.
If χ =ωk , then a generator for (C ⊗Zp )χ is

u k :=
∑

g∈G

v g ⊗χ(g )−1 ∈C ⊗Zp .
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So

logp (u k ) =
∑

χ(g )−1 logp χ(g )
−1 logp (u

g )

=
∑

g∈(Z/p )×
χ(g )−1 logp

�

1−ζσ·g

1−ζg

�

= (χ(σ)−1)
∑

g∈(Z/p )×
χ(g )−1 logp (1−ζ

g ).

We want to relate this to L p (1,χ), and more specifically we want an equal-
ity

logp u k = L p (1,χ) logp vk · α
︸︷︷︸

∈Z×p

.

The valuation of logp vk is k
p−1

, so we want to show that if χ =ωk , then

valp (L p (1,χ)) =
−k

p −1
+valp







∑

g∈(Z/p )×
χ(g )−1 logp (1−ζ

g )






.

The main thing to understand is where −k
p−1

comes from, and it turns out
that it comes from a Gauss sum. We want to write L p (1,χ) as a sum of
logarithms, i.e. in terms of the series

∑

u n

n
for various u . To do this, we

want to expand χ into characters of (Z/p ,+). By the Fourier transform,
as a function on Z/p ,

χ =
1

p

∑

ψ: (Z/p ,+)→C×







∑

i∈Z/p

χ(i )ψ(i )






ψ−1.

These ψ are all of the form i 7→ ζi j for ζ a p th root of unity and j ∈ Z/p ,
so the inner sums are of the form

∑

i∈Z/p

χ(i )ψ(i ) =
∑

χ(i )ζi j =χ(j )−1 gχ ,

where gχ =
∑

χ(i )ζi . So

χ(i ) =
gχ
p

∑

j

χ(j )−1ζ−i j .
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Substituting this above, we formally write

L p (1,χ) =
∑

χ(n )
n

=
gχ
p

∑

j

χ(j )−1

 

∑

n

ζ−j n

n

!

=
gχ
p

∑

j

χ(j )−1 logp (1−ζ
−j ).

Now we computed valp (gχ ) before, and it was p−1−k
p−1

(because we are us-

ing a different normalization here). So valp (gχ/p ) = −k
p−1

, and this proves
the equality that we wanted.

Remark 9.2.14. This actually shows that [(O ×K ,p ⊗Zp )χ : (C ⊗Zp )χ ] is a p -
unit times L p (1,χ).

The gap is that we haven’t justified the power series expansion for the
p -adic logarithm. Go back to that computation for the residue of the p -
adic zeta function, and repeat the same dilation that we used in analyzing

(1−21−s )ζ(s ) =
1

1s
−

1

2s
+

1

3s
−

1

4s
+ . . .

�

9.3. Converse to Herbrand. We know that (up to powers of 2)

#O ×K /C
2?

= # ClK .

The input from Euler systems will be the following refinement:

#
�

O ×K /C
�

p ,χ
≥ #(ClK )p ,χ .

We indicate how to use this to show the converse to Herbrand:

p | ζ(1−k ) =⇒ p |Cω1−k

for 2≤ k ≤ p −3 even.
Firstly, note that because we have an equality after taking a product

over χ , we have that

#(O ×K /C )p ,χ = #(ClK )p ,χ .

Now, let i be such that i +k = p (so i is odd and 3≤ i ≤ p −2). By one of
the termwise congruences we discussed,

p | ζ(1−k ) ⇐⇒ p | L(0,ω−i ).
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Indeed, since k −1= p −1− i we have

ζ(1−k )“= ”
∑

n k−1 ≡
∑

n−i (mod p ).

and that is (formally) L p (0,ω−i ) and also L p (1,ω1−i ). So we find that p |
L p (1,ω1−i ), hence by Proposition 9.2.7 we have p | [O ×K ,p⊗Zp :C ⊗Zp ]ω1−i .
Now, we have nested inclusions

(C ⊗Zp )ω1−i ⊂A (O ×K ⊗Zp )ω1−i ⊂B (O ×K ,p ⊗Zp )ω1−i

so either inclusion A or inclusion B is proper. We analyze these sepa-
rately.

If inclusion A is proper, then p | #(ClK )p ,ω1−i . This is good, but not what
we wanted (the field and character are different). By Kummer theory, it
implies that (CQ(ζp ))ω1−k is non-trivial, by something analogous to the Weil
pairing over number fields, by which one eigenspace must be dual to an-
other.

If inclusion B is proper, then

(O ×K /p )1−i → (O ×K ,p/p )1−i

is not surjective. Therefore, it is not injective either, because the right
hand side is rank 1 over Zp , and the left hand side is of rank at least 1
(possibly bigger). Then there exists u ∈ O ×K such that u is locally (at p ) a
p th power and the class of u in (O ×K /p ) transforms underω1−i .

Then Q(ζp )(u 1/p ) is everywhere unramified (split at p because it’s lo-
cally a p th power). It defines a homomorphism CQ(ζp ) → Z/p which ex-
hibits (CQ(ζp ))1−k 6= 0. (Translating the Galois action on the extension to
that on the class group is an exercise in Kummer theory.)

The only loose end is the “pairing” of class groups.

Example 9.3.1. The Scholz reflection principle says that the 3-rank of
ClQ(pd ) and the 3-rank of ClQ(p−3d ) differ by at most 1.

9.4. Euler Systems.
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