1.5 EXERCISES
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In Exercises 1-4, determine if the system has a nontrivial solution.
Try to use as few row operations as possible.
1. 2X1 — 5X2 + 8X3 =0 2.
—2x1 —=Tx, + x3=0
4)C1 + 2X2 + 7X3 =0

X; —2x; 4+ 3x3=0
—2)C1 — 3X2 — 4X3 =0
2)(71 —4X2 + 9X3 =0

3. —3)61 + 4X2 — 8X3 =0 4.
—2X1 4+ 5x, + 4x3 =0

5)61 — 3X2 + 2X3 =0
—3X1 — 4X2 + 2X3 =0
In Exercises 5 and 6, follow the method of Examples 1 and 2
to write the solution set of the given homogeneous system in
parametric vector form.

S. 2X1 + 2X2 + 4X3 =0 6.

—4.X1 — 4X2 — 8X3 =0

—3X2—3X3=0

X1 +2XZ—3X3:0
2)C1 + X — 3X3 =0
—1lx; 4+ x, =0

In Exercises 7-12, describe all solutions of Ax = 0 in parametric
vector form, where A is row equivalent to the given matrix.

(13 =3 7 1 -3 -8 5
1o 1 -4 5] 8. [o 12 —4]
3 -6 6 -1 —4 0 —4
12 4 —2] 10. [ 2 -8 0 8]
1 -4 2 0 3 -5]
0 0 1 0 0 —I
Wlo 0o 0 0 1 -4
L0 0 0 0 0 0]
(1 -2 3 =6 5 0]
0 0 0 1 4 -6
2200 0 0 o o 1
L0 0 0 0 0 0]

13. Suppose the solution set of a certain system of linear equa-
tions can be described as x; = 5 + 4x3, x, = —2 — 7x3, with
x5 free. Use vectors to describe this set as a line in R>.

14. Suppose the solution set of a certain system of linear
equations can be described as x; = 5x4, Xo =3 — 2Xxy,
X3 = 2 + 5xy4, with x4 free. Use vectors to describe this set
as a “line” in R*.

15. Describe and compare the solution sets of x; + 5x; —
3.X3 = 0and X1 + 5x, — 3X3 = -2.

16. Describe and compare the solution sets of x; —2x; +
3x3 = 0and x; —2x, + 3x3 = 4.

17. Follow the method of Example 3 to describe the solutions of
the following system in parametric vector form. Also, give
a geometric description of the solution set and compare it to
that in Exercise 5.

2X1 + 2X2 + 4X3 = 8
—4x1 — 4X2 — 8X3 =—16
- 3X2 — 3X3 = 12

18. As in Exercise 17, describe the solutions of the following
system in parametric vector form, and provide a geometric
comparison with the solution set in Exercise 6.

X1 + 2)62 — 3X3 = 5
2)61 + x; — 3)63 =13
—X1 + X3 = -8

In Exercises 19 and 20, find the parametric equation of the line
through a parallel to b.

T3] w2l

In Exercises 21 and 22, find a parametric equation of the line M
through p and q. [Hint: M is parallel to the vector q — p. See the

figure below.]
-3 0
2=l 3]

o[- ]

X2

19. a=|:

X1

In Exercises 23 and 24, mark each statement True or False. Justify
each answer.

23. a. A homogeneous equation is always consistent.

b. The equation Ax = 0 gives an explicit description of its
solution set.

c. The homogeneous equation Ax = 0 has the trivial so-
lution if and only if the equation has at least one free
variable.

d. The equation x = p + tv describes a line through v par-
allel to p.

e. The solution set of Ax = b is the set of all vectors of
the form w = p + v,, where v, is any solution of the
equation Ax = 0.

24.

®

A homogeneous system of equations can be inconsistent.
b. Ifxis anontrivial solution of Ax = 0, then every entry in
X is nonzero.

c. The effect of adding p to a vector is to move the vector in
a direction parallel to p.

d. The equation Ax = b is homogeneous if the zero vector
is a solution.
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e. If Ax = b is consistent, then the solution set of Ax = b
is obtained by translating the solution set of Ax = 0.
25. Prove Theorem 6:
a. Suppose p is a solution of Ax = b, so that Ap = b. Let
v;, be any solution of the homogeneous equation Ax = 0,
and let w = p + v;,. Show that w is a solution of Ax = b.
b. Letw be any solution of Ax = b, and define v, = w — p.
Show that v, is a solution of Ax = 0. This shows that
every solution of Ax = b has the form w = p + v;, with
p a particular solution of Ax = b and v, a solution of
Ax = 0.
26. Suppose A is the 3 x 3 zero matrix (with all zero entries).
Describe the solution set of the equation Ax = 0.

27. Suppose Ax = b has a solution. Explain why the solution is
unique precisely when Ax = 0 has only the trivial solution.

In Exercises 28-31, (a) does the equation Ax = 0 have a nontriv-
ial solution and (b) does the equation Ax = b have at least one
solution for every possible b?

28. Ais a3 x 3 matrix with three pivot positions.
29. Ais a4 x 4 matrix with three pivot positions.
30. Aisa?2 x5 matrix with two pivot positions.
31. Ais a3 x 2 matrix with two pivot positions.

32. If b # 0, can the solution set of AX = b be a plane through
the origin? Explain.

33. Constructa 3 x 3 nonzero matrix A such that the vector | 1
1
is a solution of Ax = 0.

34.

35.

36.

37.

38.

39.

Construct a 3 x 3 nonzero matrix A such that the vector
2
—1 | is a solution of Ax = 0.
1

F 1 37
Given A = 7 21 |, find one nontrivial solution of
-2 —6

Ax = 0 by in;pection. [;-Iintz Think of the equation Ax = 0
written as a vector equation.]

3 27
Given A =| —6 4 |, find one nontrivial solution of
12 -8

Ax = 0 by inspection.
Construct a 2 x 2 matrix A such that the solution set of the
equation Ax = 0 is the line in R? through (4,1) and the
origin. Then, find a vector b in R? such that the solution
set of AXx = b is not a line in R? parallel to the solution set
of Ax = 0. Why does this not contradict Theorem 6?

Let A be an m x n matrix and let w be a vector in R” that
satisfies the equation Ax = 0. Show that for any scalar c,
the vector cw also satisfies Ax = 0. [That is, show that
A(ew) =0.]

Let A be an m x n matrix, and let v and w be vectors in
R" with the property that Av =0 and Aw = 0. Explain
why A(v 4+ w) must be the zero vector. Then explain why
A(cv + dw) = 0 for each pair of scalars ¢ and d.

. Suppose 4 is a 3 x 3 matrix and b is a vector in R3 such that

the equation Ax = b does not have a solution. Does there
exist a vector y in R?® such that the equation Ax =y has a
unique solution? Discuss.

SOLUTIONS TO PRACTICE PROBLEMS

1. Row reduce the augmented matrix:

1 4 -5 0 1 4 -5 0 1 0 3 4
2 -1 8 9 0 -9 18 9 o 1 -2 -1
X1 +3x3= 4
Xy — 2)63 =-1
Thus x; = 4 — 3x3, x, = —1 + 2x3, with x3 free. The general solution in paramet-
ric vector form is
X1 4 — 3X3 4 -3
X2 = -1+ 2)(3 = —1 + X3 2
X3 X3 0 1

—
—

The intersection of the two planes is the line through p in the direction of v.
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Mastering: Linear
Independence 1-31

1.7 EXERCISES

In general, you should read a section thoroughly several times to absorb an
important concept such as linear independence. The notes in the Study Guide for
this section will help you learn to form mental images of key ideas in linear algebra.
For instance, the following proof is worth reading carefully because it shows how the
definition of linear independence can be used.

PROOF OF THEOREM 7 (Characterization of Linearly Dependent Sets)
If some v; in § equals a linear combination of the other vectors, then v; can be
subtracted from both sides of the equation, producing a linear dependence relation
with a nonzero weight (—1) on v;. [For instance, if vi = c2v2 + c3v3, then 0 =
(=1)vy + c2v2 + c3v3 + 0v4 + - 4+ 0v,,.] Thus S is linearly dependent.

Conversely, suppose S is linearly dependent. If v| is zero, then it is a (trivial)
linear combination of the other vectors in S. Otherwise, v; # 0, and there exist weights
C1,...,Cp, notall zero, such that

cvi+ vy -+ cpv, =0

Let j be the largest subscript for which ¢; # 0. If j = I, then c¢;v; = 0, which is
impossible because v; # 0. So j > 1, and

civy + -+ vy +0Vj+1 +"'+0Vp =0

CiV;, = —C1V]p —+++—Cj—1Vj—1

R _G)
v, = vVi+ -+ vj—; N
¢j Cj

PRACTICE PROBLEMS

3 —6 0 3
Letu = 2 |,v= 1 |{,w=| =5 |,andz = 7
—4 7 2 -5

1. Are the sets {u, v}, {u,w},{u,z}, {v,w}, {v,z}, and {w,z} each linearly indepen-
dent? Why or why not?

2. Does the answer to Problem 1 imply that {u, v, w, z} is linearly independent?

3. To determine if {u, v, w,z} is linearly dependent, is it wise to check if, say, w is a
linear combination of u, v, and z?

4. Is {u,v,w,z} linearly dependent?

In Exercises 1-4, determine if the vectors are linearly indepen-

dent. Justify each answer.

0o -3 9 -4 =3 0
2 1 =7 0 -1 5
S -1 4 =5 6. 1 1 =5

5 7 9 0 0 |-l 1 -4 —2 2 1 -10
Llol,| 21| 4 2. 0211 ol ] 3 - -
0 —6 —8 3 -8 1 T 1 4 -3 0 T 1 -2 3 2

s [

3 -9

7.0 -2 -7 5 1 8. | 2 4 —6 2
4 [—1] [—3} | -4 =5 7 5 L 0 1 -1 3

In Exercises 9 and 10, (a) for what values of & is v3 in

In Exercises 5-8, determine if the columns of the matrix form a Span {v, v,}, and (b) for what values of % is {vi, v,, v3} linearly

linearly independent set. Justify each answer.

dependent? Justify each answer.



1 -3 5

9. vV = -3 , Vo) = 9 , V3 = —7
| 2] | —6 | L h ]
17 =37 27

10. vV = -3 , Vo) = 9 , V3 = -5
L —5 | L 15 ] L 7]

In Exercises 11-14, find the value(s) of /& for which the vectors
are linearly dependent. Justify each answer.

2 4 -2 3 —6 9

1. | -2 |,| =6 |, 2 12. | —6 |, 41,1 h
L 4] L 71 L ] L 1] L-3] L3]
1] =277 37 17 [-37 [2]

13. 51,1 =9, h 14. | -2 |, 71,11
L-3] L 6] L9 L4 [ 6] 7]

Determine by inspection whether the vectors in Exercises 15-20
are linearly independent. Justify each answer.

_ 2 -3
15. f][g][;][_;] 16. | —4 |, 6
L L 8] [ 12
57 To0 -7 -
17. | =3 (,|0],|] 2 18 j][‘é][é]“]
L -1] Lo 4 L
871 [ 2 M1 -2 0
19. | 12],] =3 20. 41,1 51,10
| 4] [ -1 | =7 3 0

In Exercises 21 and 22, mark each statement True or False. Justify
each answer on the basis of a careful reading of the text.

21. a. The columns of a matrix A are linearly independent if the

equation Ax = 0 has the trivial solution.

b. If S isalinearly dependent set, then each vector is a linear
combination of the other vectors in S.

c. The columns of any 4 x 5 matrix are linearly dependent.
d. If x and y are linearly independent, and if {x,y,z} is
linearly dependent, then z is in Span {x, y}.

22, a. If u and v are linearly independent, and if w is in

Span {u, v}, then {u, v, w} is linearly dependent.

b. If three vectors in R? lie in the same plane in R3, then
they are linearly dependent.

c. If aset contains fewer vectors than there are entries in the
vectors, then the set is linearly independent.

d. If asetin R” is linearly dependent, then the set contains
more than n vectors.

In Exercises 23-26, describe the possible echelon forms of the
matrix. Use the notation of Example 1 in Section 1.2.

23. Ais a2 x 2 matrix with linearly dependent columns.

24. Ais a3 x 3 matrix with linearly independent columns.
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25. Aisa4d x2matrix, A = [a;
a.

a], and a, is not a multiple of

26. Ais a4 x3matrix, A =[a; a, a3],such that{a;,a,}is
linearly independent and a; is not in Span {a,, a,}.

27. How many pivot columns must a 6 X 4 matrix have if its
columns are linearly independent? Why?

28. How many pivot columns must a 4 x 6 matrix have if its
columns span R*? Why?

29. Construct 3 x 2 matrices A and B such that Ax = 0 has a
nontrivial solution, but Bx = 0 has only the trivial solution.

30. a. Fill in the blank in the following statement: “If A4 is
an m x n matrix, then the columns of A are linearly

independent if and only if A has pivot columns.”

b. Explain why the statement in (a) is true.

Exercises 31 and 32 should be solved without performing row
operations. [Hint: Write Ax = 0 as a vector equation.]

2 3 57
. -5 1 —4 .
31. Given A = 3 1 —al observe that the third column
1 0 1

is the sum of the first two columns. Find a nontrivial solution
of Ax = 0.

4 3 =57
32. GivenA=| -2 -2 4 |, observe that the first column
-2 =3 7

minus three times the second column equals the third column.

Find a nontrivial solution of Ax = 0.

Each statement in Exercises 33-38 is either true (in all cases)
or false (for at least one example). If false, construct a specific
example to show that the statement is not always true. Such
an example is called a counterexample to the statement. If a
statement is true, give a justification. (One specific example
cannot explain why a statement is always true. You will have to
do more work here than in Exercises 21 and 22.)

33. Ifv,,...,vsareinR*and v; = 2v| + v, then {v,, v5, v3, v}
is linearly dependent.

34. If v, and v, are in R* and v, is not a scalar multiple of vy,
then {v;, v,} is linearly independent.

35. If vy,...,vs are in R3 and v3 = 0, then {v|, V2, V3, V4, Vs} is
linearly dependent.

36. If vy, v,, v3 are in R? and v; is not a linear combination of
V1, V2, then {v, v,, v3} is linearly independent.

37. If vy,..., vy are in R* and {v,, v,, v} is linearly dependent,
then {v;, v,, v3, v4} is also linearly dependent.

38. If {v,,...,v4}is alinearly independent set of vectors in R*,
then {v;, vy, v3} is also linearly independent. [Hint: Think
about x;v; + xovs + x3v3 + 0- vy = 0.]

39. Suppose A is an m x n matrix with the property that for all b
in R” the equation Ax = b has at most one solution. Use the
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2. If x and y are production vectors, then the total cost vector associated with the
combined production x +y is precisely the sum of the cost vectors 7'(x) and

T(y).

PRACTICE PROBLEMS

1. Suppose T : R®> — R?and T (x) = Ax for some matrix A and for each x in R>. How
many rows and columns does A have?

1

2. LetA = |:0 _1

0 . . . .
:|. Give a geometric description of the transformation x > Ax.

3. The line segment from 0 to a vector u is the set of points of the form ru, where
0 <t < 1. Show that a linear transformation 7" maps this segment into the segment

between 0 and 7 (u).

1.8 EXERCISES

1. Letd = [(2) (2):|,anddeﬁneT:]R{2—>]R2byT(x)=Ax.
Find the images under 7" of u = [_;] andv = [Z]
10 0 3 a
2.Llet A= 0 § O|,u=| 6| andv=]|5h
0 0 % -9 c

Define T : R?* — R3 by T(x) = Ax. Find T'(u) and T'(v).

In Exercises 3-6, with T defined by 7'(x) = Ax, find a vector x
whose image under 7 is b, and determine whether x is unique.

1 0 -3 -2
3.4=1-3 1 6|,p=]| 3
2 2 -1 -1

1 -2 3 -6

4. A=l0 1 =3|,b=|—4
2 -5 6 -5

[ 1 -5 -7 )
sa=| 5 e 3]

Tl -3 2 1

3 -8 8 6

6 A=1y 1 2|'P=]| 3

1 0 8 10

7. Let A be a 6 x 5 matrix. What must ¢ and b be in order to
define T : R — R? by T'(x) = Ax?

8. How many rows and columns must a matrix A have in order
to define a mapping from R? into R by the rule T'(x) = Ax?

For Exercises 9 and 10, find all x in R* that are mapped into the
zero vector by the transformation x > Ax for the given matrix A.

1 -3 5 -5
9. A=|0 1 -3 5
2 —4 4 —4

32 10 -6
1 0 2 -4
10. A= 0 1 ) 3
1 4 10 8
-1
11. Letb = 1 |, and let A be the matrix in Exercise 9. Is b
0
in the range of the linear transformation x > Ax? Why or
why not?
e
12. Letb = _i , and let A be the matrix in Exercise 10. Is
— 4 -
b in the range of the linear transformation x — Ax? Why or
why not?

In Exercises 13—16, use a rectangular coordinate system to plot

u= [ ; ], V= |: _i ], and their images under the given transfor-
mation 7'. (Make a separate and reasonably large sketch for each
exercise.) Describe geometrically what 7" does to each vector x

in R2.

13. T(x) = :_(1) _?][2]
14. T(x) = (2) 22
15. T(x) = _(1) (1)2
16. T(x) = :8 32

17. Let T : R?> — R? be a linear transformation that maps u =

3. 4 3. —1
|:4:|1nto|:1:|andmapsv—|:3:|1nt0|: 3:|.Usethefact

that 7" is linear to find the images under 7' of 2u, 3v, and
2u + 3v.



18.

19.

20.

The figure shows vectors u, v, and w, along with the images
T (u) and T'(v) under the action of a linear transformation
T : R? — R2. Copy this figure carefully, and draw the image
T (w) as accurately as possible. [Hint: First, write w as a
linear combination of u and v.]

X

T(v)

° T(u)

Lete, = [é],ez = [?],yl = |:§i|,andy2 = [_é],and

let 7 : R*> — R? be a linear transformation that maps e; into

X2

_ X1 _ -3 _ 7
Let x = |:x2]’ A2 —|: 5], and v, = [_2], and let

T : R?> — R? be a linear transformation that maps x into
X1Vy + X»V,. Find a matrix A such that 7'(x) is Ax for each x.

y, and maps e, into y,. Find the images of [ _g ] and[ " ]

In Exercises 21 and 22, mark each statement True or False. Justify
each answer.

21.

22,

23.

a. A linear transformation is a special type of function.

b. If Ais a3 x 5 matrix and 7T is a transformation defined
by T(x) = Ax, then the domain of T is R3.

c. If Aisanm x n matrix, then the range of the transforma-
tion X > Ax is R™.

d. Every linear transformation is a matrix transformation.
e. A transformation 7 is linear if and only if
T(c1vi + cava) = 1T (Vi) + ¢2T(v2)

for all v, and v, in the domain of 7" and for all scalars ¢,
and ¢,.

a. The range of the transformation x > AXx is the set of all
linear combinations of the columns of A.

b. Every matrix transformation is a linear transformation.

c. If T:R" — R" is a linear transformation and if ¢ is in
R™, then a uniqueness question is “Is ¢ in the range of
T?”

d. Alinear transformation preserves the operations of vector
addition and scalar multiplication.

e. A linear transformation 7' : R" — R” always maps the
origin of R” to the origin of R”.

Define f : R — R by f(x) = mx + b.
a. Show that f is a linear transformation when b = 0.

b. Find a property of a linear transformation that is violated
when b # 0.

c. Why is f called a linear function?

24.

25.

26.

217.

28.

29.

30.

31.
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An gffine transformation T : R" — R has the form T'(x) =
Ax + b, with A an m x n matrix and b in R”. Show
that 7 is not a linear transformation when b # 0. (Affine
transformations are important in computer graphics.)

Givenv # 0 and p in R”, the line through p in the direction of
v has the parametric equation X = p + #v. Show that a linear
transformation 7" : R” — R” maps this line onto another line
or onto a single point (a degenerate line).

a. Show that the line through vectors p and q in R” may be
written in the parametric form x = (1 —7)p + tq. (Refer
to the figure with Exercises 21 and 22 in Section 1.5.)

b. The line segment from p to q is the set of points of the
form (1 —#)p + ¢q for 0 < ¢ < 1 (as shown in the figure
below). Show that a linear transformation 7" maps this
line segment onto a line segment or onto a single point.

(r=0)p T(q@)

X
(1-Dp+1q Tx)

T(p)
(t=Dgq

Let u and v be linearly independent vectors in R?, and let P
be the plane through u, v, and 0. The parametric equation
of P is x =su+¢tv (with s,¢ in R). Show that a linear
transformation 7 : R®* — R? maps P onto a plane through 0,
or onto a line through 0, or onto just the origin in R*. What
must be true about 7'(u) and 7'(v) in order for the image of
the plane P to be a plane?

Letu and v be vectors in R”. It can be shown that the set P of
all points in the parallelogram determined by u and v has the
formau + bv,for0 <a <1,0<b <1.LetT :R" - R”
be a linear transformation. Explain why the image of a point
in P under the transformation 7 lies in the parallelogram
determined by 7'(u) and 7'(v).

Let T : R? — R? be the linear transformation that reflects
each point through the x,-axis. Make two sketches similar
to Fig. 6 that illustrate properties (i) and (ii) of a linear
transformation.

Suppose vectors vy, ...,v, span R", and let 7 : R" — R"
be a linear transformation. Suppose T(v;) =0 for i =
1,..., p. Show that T is the zero transformation. That is,
show that if x is any vector in R”, then 7'(x) = 0.

Let 7 :R" — R™ be a linear transformation, and let
{V1, V2, v3} be a linearly dependent set in R”. Explain why
the set {7'(vy), T(v2), T (v3)} is linearly dependent.

In Exercises 32-36, column vectors are written as rows, such as
X = (X1, x2), and T'(x) is written as T (x1, x,).

32.

33.

Show that the transformation 7 defined by T (x|, x,) =
(x1 — 2|x2], x; — 4x7) is not linear.

Show that the transformation 7 defined by T(x,x,) =
(x1 — 2x2, x; — 3,2x; — 5x3) is not linear.
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1.

9 EXERCISES

In Exercises 1-10, assume that 7 is a linear transformation. Find
the standard matrix of 7.

1.

10.

11.

12.

13.

14.

T :R?>— R%T(e) = (3,1,3,1),and T (e;) = (—5,2,0,0),
where e; = (1,0) and e; = (0, 1).

T:R*—=R2 T(e)=(1.4), T(e)=(-2,9), and
T(e3) = (3,—8), where e;, e,, and e; are the columns of
the 3 x 3 identity matrix.

T : R? — R? is a vertical shear transformation that maps e,
into e; — 3e,, but leaves e, unchanged.

T : R? — R? is a horizontal shear transformation that leaves
e; unchanged and maps e, into e, + 2e;.

T : R? — R? rotates points (about the origin) through /2
radians (counterclockwise).

T : R* — R? rotates points (about the origin) through
—3m/2 radians (clockwise).

T : R?> — R? first rotates points through —3m/4 radians
(clockwise) and then reflects points through the horizontal

xi-axis. [Hint: T(e)) = (—1/v/2,1/+/2).]

T : R? — R? first performs a horizontal shear that trans-
forms e, into e, + 2e; (leaving e; unchanged) and then re-
flects points through the line x, = —x;.

T : R* — R? first reflects points through the horizontal x;-
axis and then rotates points —z /2 radians.

T : R? — R? first reflects points through the horizontal x;-
axis and then reflects points through the line x, = x;.

A linear transformation T : R? — R? first reflects points
through the x;-axis and then reflects points through the x,-
axis. Show that 7" can also be described as a linear transfor-
mation that rotates points about the origin. What is the angle
of that rotation?

Show that the transformation in Exercise 10 is merely a
rotation about the origin. What is the angle of the rotation?

Let T : R? — R? be the linear transformation such that 7'(e;)
and T'(e,) are the vectors shown in the figure. Using the
figure, sketch the vector 7'(2, 1).

X

T(e,) T(e,)
L]

| K

Let T : R? — R? be a linear transformation with standard
matrix A = [a; a,], where a; and a, are shown in the
figure at the top of column 2. Using the figure, draw the

image of [ _; i| under the transformation 7'.

X2
0d)

X1
°

In Exercises 15 and 16, fill in the missing entries of the matrix,
assuming that the equation holds for all values of the variables.

15.

16.

? X1 2X1 —4X2
? X2 | = X1 — X3
_{7 X3 —X3 + 3)63
_? ? 3X1 —2X2

X1
? ? |: ] = X1 +4XZ
X2
_? X2

In Exercises 17-20, show that 7" is a linear transformation by
finding a matrix that implements the mapping. Note that x;, x,, ...
are not vectors but are entries in vectors.

17.
18.
19.
20.
21.

22,

T(x1, X2, X3, x4) = (X1 4+ 2x2,0,2x5 + X4, X2 — X4)
T(x1,x2) = (x1 +4x2,0,x; —3x2,x1)

T(x1, X2, x3) = (%1 — 5x2 + 4x3, X2 — 6x3)
T(x1, X2, X3, X4) = 3x; + 4x3 — 2x4 (Notice: T : R* — R)

Let T :R?> — R? be a linear transformation such that
T (x1,x3) = (x1 + X2,4x; 4+ 5x;). Find x such that 7'(x) =
(3,8).

Let T:R?>—R?> be a linear transformation with
T (x1,x3) = (2x; — X2, —3x] + X»,2x; — 3x,). Find x such
that 7'(x) = (0, —1,—4).

In Exercises 23 and 24, mark each statement True or False. Justify
each answer.

23.

24.

a. A linear transformation 7" : R” — R is completely de-
termined by its effect on the columns of the n x n identity
matrix.

b. If T : R? — R? rotates vectors about the origin through
an angle ¢, then 7 is a linear transformation.

c. When two linear transformations are performed one after
another, the combined effect may not always be a linear
transformation.

d. A mapping 7 : R” — R"” is onto R™ if every vector X in
R” maps onto some vector in R”.

e. If A is a 3 x 2 matrix, then the transformation x > Ax
cannot be one-to-one.

a. If A is a 4 x 3 matrix, then the transformation x — Ax
maps R? onto R*.



b. Every linear transformation from R” to R" is a matrix
transformation.

c. The columns of the standard matrix for a linear transfor-
mation from R” to R are the images of the columns of
the n x n identity matrix under 7'.

d. A mapping 7 : R" — R™ is one-to-one if each vector in
R" maps onto a unique vector in R”.

e. The standard matrix of a horizontal shear transformation

from R? to R? has the form

are £1.

a 0
0 e where a and d

In Exercises 25-28, determine if the specified linear transforma-
tion is (a) one-to-one and (b) onto. Justify each answer.

25. The transformation in Exercise 17

26. The transformation in Exercise 2

27. The transformation in Exercise 19

28. The transformation in Exercise 14

In Exercises 29 and 30, describe the possible echelon forms of the
standard matrix for a linear transformation 7". Use the notation of
Example 1 in Section 1.2.

29. T :R?®— R*is one-to-one. 30. 7 :R* — R?is onto.

31. Let T :R" — R"™ be a linear transformation, with A its
standard matrix. Complete the following statement to make
it true: “7T is one-to-one if and only if A has pivot
columns.” Explain why the statement is true. [Hint: Look
in the exercises for Section 1.7.]

32. Let T : R" — R™ be a linear transformation, with A its
standard matrix. Complete the following statement to make
it true: “7 maps R” onto R” if and only if A has
pivot columns.” Find some theorems that explain why the
statement is true.
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33. Verify the uniqueness of A in Theorem 10. Let 7 : R” — R™
be a linear transformation such that 7'(x) = Bx for some
m X n matrix B. Show that if A is the standard matrix for
T, then A = B. [Hint: Show that A and B have the same
columns. ]

34, Let S :R? - R" and T : R” — R™ be linear transforma-
tions. Show that the mapping x > T'(S(x)) is a linear trans-
formation (from R” to R™). [Hint: Compute 7' (S(cu + dv))
for u,v in R” and scalars ¢ and d. Justify each step of
the computation, and explain why this computation gives the
desired conclusion.]

35. If a linear transformation 7" : R” — R” maps R” onto R",
can you give a relation between m and n? If T' is one-to-one,
what can you say about m and n?

36. Why is the question “Is the linear transformation 7" onto?”
an existence question?

[M] In Exercises 37-40, let T' be the linear transformation whose
standard matrix is given. In Exercises 37 and 38, decide if 7T is
a one-to-one mapping. In Exercises 39 and 40, decide if 7" maps
R onto R?. Justify your answers.

-5 6 -5 —6 7 5 9 -9

8 3 -3 8 5 6 4 —4

37. 2 9 5 -12 38. 4 8 0 7
3 2 7 -12 -6 -6 6 5

6 -8 5 12 =8
39. | =7 10 =8 -9 14

4. | -8 -6 12 -5 -9

|13 14 15 3 11|

SOLUTION TO PRACTICE PROBLEM

Follow what happens to e; and e,. See Fig. 5. First, e; is unaffected by the shear and
then is reflected into —e;. So T'(e;) = —e;.

Second, e, goes to e, — .5e; by the shear

o [s F '
\_/

Shear transformation

Reflection through the xz—axis

FIGURE 5 The composition of two transformations.
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— NUMERICAL NOTES

1. The fastest way to obtain AB on a computer depends on the way in which
the computer stores matrices in its memory. The standard high-performance
algorithms, such as in LAPACK, calculate AB by columns, as in our definition
of the product. (A version of LAPACK written in C++ calculates AB by rows.)

2. The definition of AB lends itself well to parallel processing on a computer.
The columns of B are assigned individually or in groups to different proces-
sors, which independently and hence simultaneously compute the correspond-
ing columns of AB.

PRACTICE PROBLEMS

1. Since vectors in R” may be regarded as n x 1 matrices, the properties of transposes
in Theorem 3 apply to vectors, too. Let

o[13)

Compute (Ax)7, x’A7, xx”', and x"x. Is A’x” defined?

2. Let A be a 4 x 4 matrix and let x be a vector in R*. What is the fastest way to
compute A?x? Count the multiplications.

2.1 EXERCISES

In Exercises 1 and 2, compute each matrix sum or product if it is 4 =3 1 4
defined. If an expression is undefined, explain why. Let 6. A=|-3 5| B= [3 _2:|
0 1
4= 2 0 -1 B— 7 =5 1
T4 =5 20 1 =4 =37 7. If a matrix A is 5 x 3 and the product AB is 5 x 7, what is
o the size of B?
il T R R R
-2 1 -1 4 3 8. How many rows does B have if BC is a5 x 4 matrix?

1. —24, B —-2A4, AC, CD

9. LetA:|:
2. A+3B, 2C —3E, DB, EC

3 1 9
1 1 :| and B = |:_3 k :| What value(s)

of k, if any, will make AB = BA?

3 -6 —1 1
. Let A_|:—1 2:|, B—[ 3 4], and C =

-3
I
1 2 3 5 0 0
. LetdA=|2 4 5|landD=|0 3 0
5 -1 3 3 5 6 0 0 2
A=| -4 3 -6
-3 1 2

In the rest of this exercise set and in those to follow, assume that
each matrix expression is defined. That is, the sizes of the matrices 1)
(and vectors) involved “match” appropriately.

2

_f } Verify that AB = AC and yet B # C.
3

3. Letd = [ :ﬂ Compute 31, — A and (31,) A.

4. Compute A — 575 and (51;) A, where
. Com-

pute AD and DA. Explain how the columns or rows of A
change when A is multiplied by D on the right or on the left.

In Exercises 5 and 6, compute the product AB in two ways: (a) by
the definition, where Ab, and Ab, are computed separately, and
(b) by the row—column rule for computing AB.

-1 3
5. A=| 2 4 ,B:[_; _ﬂ
5 -3

12.

Find a 3 x 3 matrix B, not the identity matrix or the zero
matrix, such that AB = BA.

3 —
-2 4
AB is the zero matrix. Use two different nonzero columns
for B.

Let A = . Construct a 2 x 2 matrix B such that



13. Let ry,...,r, be vectors in R”, and let Q be an m xn
matrix. Write the matrix [ Or, Or, ] as a product of
two matrices (neither of which is an identity matrix).

14. Let U be the 3 x 2 cost matrix described in Example 6 in
Section 1.8. The first column of U lists the costs per dollar of
output for manufacturing product B, and the second column
lists the costs per dollar of output for product C. (The costs
are categorized as materials, labor, and overhead.) Let q,
be a vector in R? that lists the output (measured in dollars)
of products B and C manufactured during the first quarter
of the year, and let q,, q;, and q, be the analogous vectors
that list the amounts of products B and C manufactured in
the second, third, and fourth quarters, respectively. Give an
economic description of the data in the matrix UQ, where

O0=[q, @& q q]

Exercises 15 and 16 concern arbitrary matrices A, B, and C for
which the indicated sums and products are defined. Mark each
statement True or False. Justify each answer.

15. a. If A and B are 2 x 2 matrices with columns a;, a,, and

by, by, respectively, then AB = [a;b; ab, .

b. Each column of AB is a linear combination of the
columns of B using weights from the corresponding col-
umn of A.

c. AB+ AC = A(B+C)

d AT + BT =4+ B)T

e. The transpose of a product of matrices equals the product
of their transposes in the same order.

16. a. The first row of AB is the first row of A multiplied on the

right by B.
b. If A and B are 3 x 3 matrices and B = [b; b, bs],
then AB = [ Ab, + Ab, + Ab; |.

c. If Aisann x n matrix, then (42)7 = (47)?
d. (ABC)T = CTAT BT

e. The transpose of a sum of matrices equals the sum of their

transposes.
1 -3 -3 —11 .
17. If A = [_3 5] and AB = |: 1 17 ], determine the

first and second columns of B.

18. Suppose the third column of B is all zeros. What can be said
about the third column of AB?

19. Suppose the third column of B is the sum of the first two
columns. What can be said about the third column of AB?
Why?

20. Suppose the first two columns, b; and b,, of B are equal.
What can be said about the columns of AB? Why?

21. Suppose the last column of AB is entirely zeros but B itself
has no column of zeros. What can be said about the columns
of A?
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22. Show that if the columns of B are linearly dependent, then
so are the columns of AB.

23. Suppose CA = I, (the n x n identity matrix). Show that the
equation Ax = 0 has only the trivial solution. Explain why
A cannot have more columns than rows.

24. Suppose A is a3 x n matrix whose columns span R*. Explain
how to construct an n x 3 matrix D such that AD = I5.

25. Suppose A is an m x n matrix and there exist 7 X m matrices
C and D such that CA =1, and AD = I,,. Prove that
m =n and C = D. [Hint: Think about the product CAD.]

26. Suppose AD = I, (the m x m identity matrix). Show that
for any b in R™, the equation AXx = b has a solution. [Hint:
Think about the equation ADb = b.] Explain why A cannot
have more rows than columns.

In Exercises 27 and 28, view vectors in R” as n x 1 matrices. For
uand v in R”, the matrix product u’visal x 1 matrix, called the
scalar product, or inner product, of u and v. It is usually written
as a single real number without brackets. The matrix product uy’
is an n x n matrix, called the outer product of u and v. The
products u” v and uv’ will appear later in the text.

-3 a
27. Letu=| 2 |andv=| b |. Compute u’v, v''u, uv’,
=5 c
and vu’ .

28. Ifuand v are in R”, how are u” v and v’ u related? How are
uv” and vu’ related?

29. Prove Theorem 2(b) and 2(c). Use the row—column rule. The
(i, j)-entry in A(B + C) can be written as
aj(by +cij) + -+ ain(byj + cuj)

or
n

Z aji (bj + ckj)

k=1

30. Prove Theorem 2(d). [Hint: The (i, j)-entry in (rA)B is
(raj)byj + -+ (rai,)by;.]
31. Show that /,,A = A where A is an m X n matrix. Assume

1,x = x for all x in R™.

32. Show that AI, = A when A is an m x n matrix. [Hint: Use
the (column) definition of A7,.]

33. Prove Theorem 3(d). [Hint: Consider the jthrow of (AB)7.]

34. Give aformula for (ABx)”, where x is a vector and A and B
are matrices of appropriate sizes.

35. [M] Read the documentation for your matrix program, and
write the commands that will produce the following matrices
(without keying in each entry of the matrix).

a. A 4 x 5 matrix of zeros

b. A5 x 3 matrix of ones

c. The 5 x 5 identity matrix

d. A 4 x 4 diagonal matrix, with diagonal entries 3, 4, 2, 5
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r— NUMERICAL NOTE

In practical work, 47! is seldom computed, unless the entries of A~! are needed.
Computing both 47! and A~'b takes about three times as many arithmetic

operations as solving Ax = b by row reduction, and row reduction may be more
accurate.

PRACTICE PROBLEMS

1. Use determinants to determine which of the following matrices are invertible.

S i B e B (]

1 -2 -1
2. Find the inverse of the matrix A = | —1 5 6 |,if it exists.
5 —4 5
Find the inverses of the matrices in Exercises 1-4. In Exercises 9 and 10, mark each statement True or False. Justify
8 6 3 ) each answer.
1. 2.
[5 4j| [8 5j| 9. a. In order for a matrix B to be the inverse of A, the

w

equations AB = I and BA = I must both be true.

7 3 4 2 —4 b. If A and B are n x n and invertible, then A~'B~! is the
-6 -3 14 —6 inverse of AB.

c. Ifd= |:a 5 :| and ab — c¢d # 0, then A is invertible.
Use the inverse found in Exercise 1 to solve the system ¢
d. If A is an invertible n x n matrix, then the equation

8xi +6x, = 2 Ax = b is consistent for each b in R".
Sx1 +4x, = —1 e. Each elementary matrix is invertible.
Use the inverse found in Exercise 3 to solve the system 10. a. If A is invertible, then elementary row operations that
Tx; + 3x, = -9 reduce A to the identity I, also reduce A~ to 1,,.
—6x; —3x, = 4 b. If A is invertible, then the inverse of A~ ! is A itself.
c. A product of invertible n x n matrices is invertible, and
the inverse of the product is the product of their inverses
1 2 -1 1 2 in th .
LetA=|:5 12],b1=[ 3:|,b2=[ 5j|’b3=|:6i|’ in the same order.
- d. If A is an n x n matrix and Ax = e; is consistent for
dbe = 3 every j € {l,2,...,n}, then A is invertible. Note:
and by = 5 e, ...,e, represent the columns of the identity matrix.
a. Find A™!, and use it to solve the four equations e. If A can be row reduced to the identity matrix, then A
Ax=b,. Ax=b,. Ax=b;, Ax=h, must be invertible.

11. Let A be an invertible n x n matrix, and let B be an n x p
matrix. Show that the equation AX = B has a unique solu-
tion A~ B.

b. The four equations in part (a) can be solved by the
same set of row operations, since the coefficient ma-
trix is the same in each case. Solve the four equa-
tions in part (a) by row reducing the augmented matrix 12. Use matrix algebra to show that if A is invertible and D
[A by by by byl satisfies AD = [, then D = A~

13. Suppose AB = AC, where B and C are n x p matrices and
Suppose P is invertible and A = PBP~!. Solve for B in A is invertible. Show that B = C. Is this true, in general,
terms of A4. when A is not invertible?



