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Math221: Matrix Computations

Homework #9 Solutions

• Problems 5.1, 5.2, 5.4, 5.5, 5.6, 5.7, 5.18.

• Problem 5.4 Solution: We will only consider the second bullet. The first is a special case
of the second with n = m+ 1. Let Rj be any j dimensional subspace of Rm, let

R̂j = {
(

x
0n−m

)
, where x ∈ Rj.}

In other words, R̂j is the set of vectors obtained by padding zeros to the vectors in Rj. It
is easy to show that R̂j is a j dimensional subspace of Rn. For any non-zero vector u ∈ Rj,
let û be the corresponding vector in R̂j. We can easily verify that

uTHu

uTu
=
ûTAû

ûT û
.

In other words, ρ(u,H) = ρ (û, A). Let R̃j be any j dimensional subspace of Rn. Since

min
06=u∈Rj

ρ(u,H) = min
06=û∈R̂j

ρ(û, A) ≤ max
R̃j

min
06=ũ∈R̃j

ρ (ũ, A) = αj

by the Courant-Fischer minimax theorem, it follows by the same theorem that

θj = max
Rj

min
06=u∈Rj

ρ(u,H) ≤ αj.

Similarly, let Sj be a j dimensional subspace of Rm, let Ŝj bet the set of vectors obtained
by padding zeros to the vectors in Sj. It is again easy to show that Ŝj is a j dimensional
subspace of Rn. For any non-zero vector u ∈ Sj, again let û be the corresponding vector in
Ŝj. We have

max
06=u∈Sm−j+1

ρ(u,H) = max
06=û∈Ŝm−j+1

ρ(û, A) ≥ min
S̃m−j+1

max
06=ũ∈S̃m−j+1

ρ (ũ, A) = αj+n−m

by the Courant-Fischer minimax theorem, it follows by the same theorem that

θj = min
Sm−j+1

max
06=u∈Sm−j+1

ρ(u,H) ≥ αj+n−m.
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• Problem 5.5 Solution: First of all, for any non-zero vector u ∈ Rn, we have

θn ≤
uTHu

uTu
≤ θ1.

It follows that
uTAu

uTu
+ θn ≤

uT (A+H)u

uTu
≤ uTAu

uTu
+ θ1

for any non-zero vector u ∈ Rn. By the Courant-Fischer minimax theorem, we have

λj = min
Sn−j+1

max
06=u∈Sn−j+1

uT (A+H)u

uTu
≤ min

Sn−j+1
max

06=u∈Sn−j+1

(
uTAu

uTu
+ θ1

)
= αj + θ1.

Similarly,

λj = min
Sn−j+1

max
0 6=u∈Sn−j+1

uT (A+H)u

uTu
≥ min

Sn−j+1
max

0 6=u∈Sn−j+1

(
uTAu

uTu
+ θn

)
= αj + θn.

• Problem 5.6 Solution: Let

A =
(

0 A
AT 0

)
=

 0 A1 A2

AT
1 0 0

AT
2 0 0


and let

A1 =
(

0 A1

AT
1 0

)
.

Then τj and σj are the j-th largest eigenvalues of A1 and A, respectively. Since A1 ∈
R(n+m)×(n+m) is a leading principle submatrix of A ∈ R(2n)×(2n), it follows from Problem 5.4
that

σj ≥ τj ≥ σj+n−m.

• Problem 5.7 Solution: We only consider the case where d 6= 0. Let qd = d/‖d‖2. Since

d is orthogonal to q, there must exist a matrix Q̂ such that Q
def
=
(
q qd Q̂

)
∈ Rn×n is an

orthogonal matrix. It follows that

(q + d) qT − I = Q

 1
‖d‖2

0

 ( 1 0 0 )QT −QQT = Q

 0 0 0
‖d‖2 −1

0 0 −I

QT .

Hence ∥∥∥(q + d) qT − I
∥∥∥
2

=

∥∥∥∥∥∥∥
 0 0 0
‖d‖2 −1

0 0 −I


∥∥∥∥∥∥∥
2

=
√

1 + ‖d‖22 = ‖q + d‖2.


