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Math221: Matrix Computations

Homework #9 Solutions

e Problems 5.1, 5.2, 5.4, 5.5, 5.6, 5.7, 5.18.

e Problem 5.4 Solution: We will only consider the second bullet. The first is a special case
of the second with n = m + 1. Let R’ be any j dimensional subspace of R™, let

ﬁj:{(ox ), where x € R.}

In other words, R/ is the set of vectors obtained by padding zeros to the vectors in R/. It
is easy to show that R/ is a j dimensional subspace of R"™. For any non-zero vector u € R/,
let @ be the corresponding vector in R?. We can easily verify that
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In other words, p(u, H) = p(u, A). Let R’ be any j dimensional subspace of R™. Since

min p(u, H) = min p(u, A) <max min p(u, A) = q;
0£ucR/ 0£ueR/ R/ 0#£ucRJ
by the Courant-Fischer minimax theorem, it follows by the same theorem that

f; = max min wu H) < a.
J =y O;meRjP( ) )_ J

Similarly, let S7 be a j dimensional subspace of R™, let 87 bet the set of vectors obtained
by padding zeros to the vectors in S’. It is again easy to show that S7is a J dimensional
subspace of R"™. For any non-zero vector v € S7, again let @ be the corresponding vector in
S7. We have

max p(u,H)= max p(a,A) > min max p(W,A4) = Vinm
0FuesSm—itl 0£ueSm—i+1 Sm—i+1 0£ueSm—i+1

by the Courant-Fischer minimax theorem, it follows by the same theorem that

6. = min max u H) > aiagy.
T gmeitl ogueSm-itt plu, H) 2 Qjinm
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e Problem 5.5 Solution: First of all, for any non-zero vector u € R", we have

T
uly
It follows that 74 T4 74
U u+6n§u( —|—H)u§u u+91
uTu uTu uTu

for any non-zero vector u € R”. By the Courant-Fischer minimax theorem, we have

. ul (A+ H)u _ ul Au
Aj= min  max —————— < min max — t0 ) =a;+65.
Sn—it+1 0£ueSn—i+l uTu Sn—it+1 0£ueSr—i+1 \ uTy
Similarly,
T(A+H TA
Aj = min  max M > min  max (u “ + 9n> = o + 0,.
Sn—j+1 O£yeSn—i+1 uTu Sn—i+1 p£ueSn—i+1 \ uly
e Problem 5.6 Solution: Let
0 A A,
0 A
AT 0 0

and let 0 A

_ 1
Then 7; and o; are the j-th largest eigenvalues of A; and A, respectively. Since A; €
R(tm)x(ntm) is g leading principle submatrix of A € RZM*(7) it follows from Problem 5.4

that
0j 2 Tj 2 Ojin—m-

e Problem 5.7 Solution: We only consider the case where d # 0. Let g4 = d/||d||2. Since

d is orthogonal to ¢, there must exist a matrix @ such that @ o (q qd Q) € R™" is an
orthogonal matrix. It follows that

1 0 0 0
(a+d)g" =T=Q | lldl | (1 0 0)Q"-QQ"=Q| [ldl: -1 Q".
0 0 0 -I

Hence

0 0 0
l(g+ayg" 1, = ”%”2 L = 1+ [dl3 = llg + dl|2.
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